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Foreword

The quality of governance has long been recognized as central to growth, progress toward equity, and social 
stability. The best-laid development plans founder on shortfalls in state capacity, corruption undermines 
confidence in the state management of resources, and poor service delivery generates frustration across all 
aspects of the daily life of a citizen. The world is now witnessing an unprecedented explosion of data that has 
revolutionized both analysis and outcomes across a range of fields. This volume, The Government Analytics 
Handbook, intends to advance that revolution with respect to how governments function.

Leveraging data more effectively leads to greater experimentation and new forms of analysis. It sharpens 
the questions asked about how the world functions. In the private sector, new measurement and analytics 
have helped firms confront the realities they face and experiment with novel responses. Academics, mean-
while, have mapped the determinants of private sector productivity ever more precisely. This has meant huge 
gains in both productivity and profitability for private sector firms that have best harnessed measurement 
techniques.

In the realm of international development, the World Bank’s own drive to collect data on poverty helped 
to move to center stage efforts to amass and leverage data, spurring focused efforts to ameliorate poverty and 
catalyzing a whole academic subdiscipline.  Similarly, our investments in a range of service-delivery indica-
tors such as measures of the quality of schooling and health provision have been instrumental in our work in 
strengthening the quality of frontline government services.

Yet in the sphere of government, relatively limited work on the measurement of public administration 
has prevented a comparable evolution in this area. However, the digitization of administrative and other data 
now offers the opportunity to strengthen public administration in a way heretofore unimaginable, making 
this volume both timely and of great significance. By offering the first compendium of global progress in 
using new sources of information and new techniques to diagnose state administrations, it offers a vital 
resource to help governments around the world rapidly improve their approach to public administration.

The book also showcases policies to remedy weaknesses in a government’s set of analytical tools and 
abilities. Improvements in these areas, in turn, can lead to improvements in the ways that governments 
function and the outputs and outcomes they produce.

Project teams across the World Bank—both in the Governance Global Practice and beyond—should 
capitalize on the ideas and toolkits that the Handbook contains as the basis for engagement with government 
clients to strengthen their government analytics abilities and, in turn, their management to improve their 
functions and delivery.

We also hope that this Handbook provides both inspiration and insights for governments interested in 
utilizing their administrative and survey data in new ways and repurposing them to deliver better public 
services. Through our work with governments around the world, we have seen firsthand the transforma-
tive power of government analytics. And we hope it acts as a basis for new communities of practice at the 
World Bank, in academia, and among governments.
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Beyond the individual activities the Handbook can promote, it is also an opportunity to fundamentally 
change the approach to public administration that the world has taken for much of the history of govern-
ment. Rather than acting as machinery for recordkeeping, government analytics offers the opportunity for 
governments to drive innovation and continuous experimentation across their societies and economies. 
Governments generate, receive, and connect data at an unprecedented scale. Analyzing these data in the 
way this Handbook recommends could fundamentally shift the role of the public sector in facilitating 
development.

But governments will need to use these data to change themselves as well. That calls for introspection by 
public administrations. Implementing government analytics requires more than just technical expertise. It 
also involves building a culture of data-driven decision-making, collaborating across government agencies, 
and addressing ethical and privacy concerns about data collection and use. The World Bank is committed to 
supporting governments in their efforts to harness the power of government analytics for the benefit of their 
citizens. By working together, we can unlock the potential of government analytics to drive inclusive and 
sustainable development. That effort is surely a pillar of a better tomorrow for development.

Indermit Gill
Chief Economist, World Bank Group 

Senior Vice President,  
Development Economics, The World Bank

William F . Maloney
Chief Economist, Latin America and the Caribbean Region  

Former Chief Economist, Equitable Growth, Finance,  
and Institutions Vice Presidency, The World Bank
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CHAPTER 1

Introduction to The 
Government Analytics 
Handbook
Daniel Rogger and Christian Schuster

THE TRANSFORMATIVE POWER OF GOVERNMENT ANALYTICS

In 2016, Kim Wells, a senior member of the US federal government’s Federal Employee Viewpoint Survey 
(FEVS) team—perhaps the world’s most famous survey of public servants—had an appointment with an 
imposing ex-marine who had entered the public service as a manager. The marine still had a soldier’s physi-
cality about him as he entered the conference room with Kim, and you could see that he brought his military 
management style with him to his duties. For so many members of the US military, the idea of excellence is 
fundamental to how they see themselves and their work. His identity was rooted in the idea that he was an 
outstanding manager. And if you had asked him, he would have woven a narrative of success against all odds 
in the work that he and his team were doing.

Yet he was failing: failing to create a work environment for his staff in which they felt engaged, mentored, 
and safe. Kim had surveyed his entire team, giving each of them a chance to provide feedback and for that 
feedback to be compared with the experiences of other officials working under different managers. And the 
truth was that this burly ex-marine was failing his team, himself, and his country. He broke down in tears 
in front of Kim. His view of himself had been confronted by the survey data that gave his staff a voice they 
could not have had otherwise. He knew he needed to change and improve how he managed his team—and 
the survey data told him exactly how to go about doing it.

At roughly the same time, but more than four thousand miles to the south, Brazil’s federal government 
was heading for financial catastrophe. Under the existing pay and pensions regime that compensated 
federal employees, wage costs were about to skyrocket. Seeing the impending danger through the dense 
wording of public contracting law was daunting. Mirian, a member of the Ministry of Economy, suspected 
something was wrong, but couldn’t put a finger on what lay ahead. So, Mirian had a team calculate what 
the future of payroll and pensions looked like for every individual in the federal government under the 
existing regime. The danger suddenly seemed very real. As wages skyrocketed, funding for other inputs to 
government services would become unaffordable. Services would have to be stopped. Fortunately, Mirian 
had also asked the team to model other feasible scenarios. These cases gave the government the means to 
negotiate with politicians and other stakeholders and pass legislation to change compensation rules in time 
to avert catastrophe.
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Four thousand miles east, the government of Nigeria had received debt relief from the Paris Club group 
of creditors in 2005 worth US$18 billion. Many Nigerians wanted to know what would happen to those 
funds, including Amina Mohammed, a northern Nigerian who was almost invariably clothed in traditional 
dress and had a background in both engineering and civil society advocacy. The president asked Amina to 
join his team, and over the next few years she built one of the world’s most innovative public sector tracking 
systems to follow the financial gains of debt relief through government.

From her office in the Presidency, Amina tracked every naira of those funds, combining budget, pro-
gram, and audit data systems and sending teams to visit every project site. It was truly frontier analytics, 
showing where and how badly the government was failing. Some organizations fulfilled their commitments 
completely. Others did not. In 2006, for instance, the Ministry of Water Resources received US$475 million 
to develop water infrastructure across the country. In return, it produced nothing. The ministry’s officials 
seemed busy and budgetary releases were made. But when Amina’s teams visited the sites that had been allo-
cated funds all across the country, they could not find a single project that had been completed. Amina took 
this evidence to the president and won the political and bureaucratic space she needed to create new ways 
of spending government resources, such as a grants scheme to state governments that only paid out if water 
infrastructure was actually produced.

This book, The Government Analytics Handbook, is about enabling individuals like Kim, Mirian, and 
Amina to change their governments for the better. It draws on a moment in history when the world is capi-
talizing on innovations in measurement, data collection, and data analysis at an unprecedented scale. Never 
before has the world been able to build a richer picture of the realities of the public sector. The question for 
each and every public sector official, manager, and leader is what they are going to do with this revolution. 
How governments collect,  analyze, and use microdata to improve the administration of government—or 
undertake what this  Handbook calls government analytics—will determine how effective they are in this 
new world.

Government analytics can help solve big issues in public administration—governmentwide admin-
istrative challenges, as in the case of future fiscal liabilities from Brazil’s payroll. But as important it can 
also help government organizations improve in small ways, addressing specific management challenges 
in specific teams in specific government organizations, as with the example of the former US marine. 
When small improvements happen across thousands of teams inside government—as enabled by regular 
 governmentwide employee surveys, for instance—even small changes can transform government.

What do we mean by government analytics? It is the repurposing of administrative and survey data 
from within government to improve the way government functions. It uses microdata to diagnose the 
inputs, management practices, processes, outputs, or outcomes in public sector organizations, units 
inside such organizations, and/or public administration as a whole. These diagnoses can pinpoint how 
well government is functioning—or not. Microdata provide information about the characteristics of 
individual people or entities such as individual officials or departmental units in the case of government, 
or  households, business enterprises, or farms in the case of the private sector. Such data can measure 
and study relationships among phenomena at a very granular scale, such as how the management 
 practices of  individual public service managers affect the productivity of their teams. Microdata can 
come from a range of sources: unit-level data obtained from sample surveys, wider censuses, and general 
administrative systems.

Government analytics is not restricted to governments with more advanced information technology (IT) 
platforms and employee records, like Brazil and the United States. Instead, it has been of use to governments 
around the world and at all stages of administrative development, as illustrated by Amina’s efforts in 
Nigeria. We have had the good fortune of being collaborators and witnesses to many such improvements. 
Government analytics has, for instance, led to more rigorous merit recruitment procedures in Kosovo’s 
 government, better employee onboarding in Chile’s government, staff mentoring in Ethiopia’s government, 
higher-quality public service training in Ghana and Nepal, improved quality of management in Croatia’s 
government, and better public procurement practices in Romania and Uruguay. The list goes on. Many more 
examples are contained across the 30 chapters of this Handbook.
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Although many instances of government analytics are being carried out at an individual level, there is a 
lack of systematic practice in governments as a whole. This means that governments are missing out on the 
potential insights available to them for improving their public administrations at scale. This, in turn, means 
that money is being left on the table. Public revenues that could be spent more efficiently, with greater impact 
on the welfare of citizens, are simply not being spent as well as they could. It is time to pick up those funds 
and use them for a better society.

How can this Handbook help? By showcasing how effective and low cost analytics can be, the hope is 
that more governments will undertake analytics of their own administrations, and in a more systematic way. 
To make meaningful progress, we need to change the way we approach government, and this shift should 
reflect a broader change in what we expect to know about state institutions. Analytics have come to dominate 
discussions of many other spheres of life, and they should play a more significant role in efforts to strengthen 
the state.

Beyond any single government, there is a lack of systematic evidence on how to do analytics in a rigorous 
manner, and there are few carefully constructed global comparisons available. As a result, different govern-
ments tend to follow diverging practices even when undertaking similar analytics, limiting their ability to 
use objective benchmarks from other settings. For instance, as shown in chapter 18, different governments 
ask different questions in their employee surveys to measure the same concepts.

This Handbook aims to fill this gap. It presents frontier evidence and practitioner insights on how to 
leverage data to strengthen public administration. Across 30 chapters, it shows ways to transform the 
 ability of governments to take a data-informed approach to diagnose and improve how public organiza-
tions work. An accompanying website contains tools for analytics, which enable readers to  immediately 
apply insights from the Handbook in their own work (www.worldbank.org/governmentanalytics). 
The Handbook covers many sources of microdata, ranging from administrative data, such as payroll, 
procurement, case, text, and human resources management information system (HRMIS) data; to public 
servant survey data; to data coming from external assessments, such as citizen and household surveys, 
or anthropological diagnostics of public administration. Methodologically, it covers both traditional 
 qualitative and  quantitative methods, as well as newer approaches, such as machine-learning diagnostics of 
unstructured text records from governments. To our knowledge, this is the first and most comprehensive 
volume of this kind.

THE HIGH STAKES OF GOOD GOVERNMENT ANALYTICS

In their magisterial review of the formation of the state, Acemoglu and Robinson (2019, 341) note that 
“bureaucracy is vital to state capacity.” Whether a country’s laws and policies will indeed be implemented 
is determined by the quality of its public administration. Extensive research confirms that the quality of 
government administration affects institutional quality, safety guarantees, education opportunities, health 
care provision, and ultimately, the welfare of society and the economy (see, among others, Besley et al. 
2022; Dahlström and Lapuente 2022; Finan, Olken, and Pande 2015; Pepinsky, Pierskalla, and Sacks 2017; 
Wilson 1989).

Significant opportunities exist for improving these outcomes through better administration, a vari-
ety of studies around the world show. For example, in the Russian Federation, researchers found that the 
quality of bureaucrats and their organizations accounted for two-thirds of the variation in the cost of 
public procurement contracts (Best, Hjort, and Szakonyi 2017). By reducing the prices paid by the worst- 
performing 25 percent of procurement agents to no more than that paid by the other 75 percent of agents, 
the Russian government could save approximately US$10 billion each year—a sum equivalent to about 
15 percent of Russia’s total public health care spending. Similarly, improving the quality of management 
in government organizations in Nigeria by a standardized unit could raise by 32 percent the likelihood 

www.worldbank.org/governmentanalytics�


THE GOVERNMENT ANALYTICS HANDBOOK6

that a physical infrastructure project is completed (Rasul and Rogger 2018). In Italy, reassigning man-
agers to place the best managers in the largest offices would boost productivity in social security claim 
processing by at least 7 percent (Fenizia 2022). In Pakistan, offering the best-performing tax collectors 
their top choice of job posting would increase tax revenue by 40 percent (Khan, Khwaja, and Olken 2019). 
 Conversely, poor management of the administration leads to worse outcomes. In Brazil, politicized turn-
over of public personnel, including at schools, significantly lowers student learning (Akhtari, Moreira, 
and Trucco 2022). Corruption in education funds is associated with a 65 percent increase in dropout rates 
from schools (Ferraz, Finan, and Moreira 2012).

The essence of these studies is that good management in government can lead to significant and rapid 
improvements in government performance. Conversely, when public administration is weak or inefficient, 
programs and policies are far more likely to fail. The size of the findings of recent evaluations of public 
administration reforms indicates that there is perhaps no more effective means of improving public policy 
than by strengthening the quality of public administration.

The sheer scale of most countries’ public administrations makes their quality important. The cost of 
wages for public sector employees is approximately 10 percent of gross domestic product (GDP) across the 
world, not even counting public sector pensions (World Bank 2020; World Bank Group 2019). That is a 
significant portion of the economy to ensure is managed effectively. Similarly, the assets the public admin-
istration manages directly are large. Across the world, public procurement of goods and services accounts 
for roughly 12  percent of GDP (Bosio and Djankov 2020). As the study of Russian procurement suggests, 
ensuring that governments are paying appropriate prices for these purchases would yield much more money 
to spend on health care or other welfare improvements.

A direct consequence of the size of government is its influence over the rest of the economy. Globally, 
the public sector makes up 38 percent of formal employment (World Bank 2020). As such a large employer, 
it plays an influential role in the wider labor market, particularly for tertiary educated workers (Somani 
2021). The same can be said for the prices it pays for the goods it procures, and the stimulus it induces when 
it builds infrastructure or regulates business. So even if interest is solely in improving the private sector, 
government analytics matters.

Yet with so much at stake, and such large margins for improvement to exploit, governments everywhere 
are not exploiting modern analytics (World Bank 2016; World Bank 2021). Although governments world-
wide have invested heavily in digitizing their administrative work—dedicated digital government institu-
tions have been established in 154 economies—few have systematized the use of the resulting records into 
data to strengthen the way they work, the World Bank’s GovTech Maturity Index reveals (World Bank 2022). 
As noted, analytics is not necessarily dependent on such digitization, but it is illustrative of wider commit-
ments to analytics.

THE ANALYTICS REVOLUTION

To understand the potential for government analytics, look no further than the private sector. Tech firms 
have generated trillions of dollars of value in part or in full by creating, managing, and providing access to 
diagnostic data. More broadly, the collection and analysis of microdata at previously unforeseen scale has 
been one of the main drivers of economic and social advancement—from machine-learning algorithms 
automating customer interactions to utility firms using service data to identify critical weaknesses in 
physical infrastructure.

Data have enabled firms to improve their own internal operations and management. Productivity is sig-
nificantly higher among plants that use predictive analytics, an assessment of 30,000 US manufacturer estab-
lishments finds (Brynjolfsson, Gorodnichenko, and Kuehn 2021). Units within a business whose workers are 
engaged have 23 percent higher profit compared to business units with disengaged employees; they also see 
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significantly lower absenteeism, turnover, and accidents, and higher customer loyalty, the Gallup analytics 
and advisory organization found, using its database of employee surveys to identify the impact of an orga-
nization tracking and nurturing employee engagement (Gallup 2023). In other words, management without 
measurement—the historically dominant approach to management in firms—puts firms at a competitive 
disadvantage and undermines productivity. Consequently, an increasing share of private sector companies 
base their entire business model on analytics (Carrera and Dunleavy 2013).

Sophisticated data collection efforts have uncovered how differences within firms—for instance, across 
business units—account for the largest share in productivity differences between countries (Cusolito and 
Maloney 2018). Microdata on firm productivity showcases that variation in firm performance is often due 
to differences within the firm, such as leadership and management practice (Bloom, Sadun, and Van Reenen 
2010; Bloom and Van Reenen 2010). The difference between productive and unproductive firms, it seems, 
is that unproductive firms allow unproductive units to persist. Or conversely, they do not learn the lessons 
they could from the most successful units. The most productive firms identify laggards through the use of 
administrative records or primary data, and target them for improvements or let them go—allowing the firm 
as a whole to flourish. The private sector, particularly in competitive markets, is disinclined to leave money 
on the table.

This data revolution in firms could be paralleled by one inside government, for at least two reasons. 
First, government already does analytics on the rest of society. Governments have made significant 
investments to strengthen the quality of data systems toward better policy making and service delivery, 
by heavily expanding their measurement of their citizens, firms, and the environment they govern. 
In most countries, household and firm surveys have become central policy tools to avoid making policy 
decisions in a data vacuum (Deaton 2003; Kraay 2006). The centrality of such data for state efficacy was 
striking during the COVID-19 pandemic, for instance, when governments’ ability to create effective 
track-and-trace systems to isolate COVID cases varied widely (Fetzer 2021). In other words, govern-
ments have been developing the capabilities for doing analytics on everyone else, but have not turned 
that lens on their own administrations.

Second, governments also sit on substantial volumes of data that could be used for government 
analytics. Public administration is frequently symbolized by stacks of government files packed with 
information on individuals, projects, or tasks. As the use of information and communication technol-
ogy (ICT) for government operations increases, these records are ever more digitized (Ugale, Zhao, 
and Fazekas 2019). The digitization of these government records in turn creates a “big data trail,” as a 
by-product of people’s digital behavior. For instance, a microdata point is created every time a firm sub-
mits a public procurement bid, a judge makes a court ruling, or a human resource department makes 
a monthly pay transfer to a public employee. This makes creating the raw material for government 
analytics far easier than before.

In short, now more than ever, governments are equipped to undertake the government analytics nec-
essary to understand and improve the machinery of public administration. Yet, despite having developed 
analytic capacity for service delivery by measuring others (such as firms and households), many govern-
ments are yet to harness the full power of data to measure themselves and their own operations. In other 
words, though government is increasingly developing an evidence base for its services, much further 
behind is the practice and evidence base for measuring the public administration that actually generates 
those services.

Existing country-level governance indicators—such as the Worldwide Governance Indicators 
(Kaufmann, Kraay, and Mastruzzi 2022), the Transparency International (2021) Corruption Perceptions 
Index, and the Freedom House (2021) Freedom in the World Index—have provided a window into the 
global distribution of government functioning. However, they are insufficiently granular to inform specific 
government improvements. Understanding, in broad terms, how effective a government is perceived to be 
by citizens and firms is helpful, but does not provide guidance on what specific actions governments could 
undertake to improve effectiveness. Government analytics does just that. Utilizing microdata, it zeroes in on 
specific inputs, management practices, outputs, and outcomes in specific government organizations, units 
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within them, and/or public administration as a whole. As such, it puts a more refined sense of reality into 
each  official, manager, and leader’s hands. Much as better data to understand what society looks like has 
transformed public policy for the better, a better sense of what government administration looks like will 
eventually transform the public administration for the better. 

HOW GOVERNMENT ANALYTICS CAN PROVIDE A STRONGER EVIDENCE 
BASE FOR IMPROVING GOVERNMENT

Governments across the world make hundreds of thousands of personnel management decisions, undertake 
millions of procurements, and execute billions of processes each day. The public servants responsible for 
these activities possess extensive experience and innate knowledge of their respective administrations, which 
measurement and analytics—no matter how advanced—cannot replace. As one observer noted, “You will 
never be able to measure away the public sector manager.” 

Yet government analytics can provide a stronger evidence base to improve how public officials under-
stand government administration. Rather than substituting for the knowledge of and conversations about the 
public service, analytics are a strong complement to them. For example, in an experiment with the rollout of a 
monitoring technology to support agricultural extension workers in Paraguay, researchers found that manag-
ers were able to predict which of their staff would benefit most from the program, strengthening its impacts 
(Dal Bó et al. 2021). As in the private sector and the rest of the economy, analytics and technology are great 
complements to those who capitalize on them. And without analytics, valuable data trails are being left unex-
plored, which could lead to missed opportunities for improved decision-making and service delivery.

For example, by utilizing the data sets discussed in the Handbook, government officials can recognize the 
strengths of staff in similar organizations, gain valuable insights to help identify excellent staff in their own 
organizations, and better allocate their own staff across offices or tasks. This does not mean that managers 
must abandon their own style; rather, they can learn from the best practices of others. Furthermore, the 
use of survey data can help governments meet increasing employee expectations for evidence-based staff 
management, as already practiced by private firms. As in the example that opened this chapter, surveys give 
employees a voice they would not otherwise have, enriching conversations and providing valuable insights to 
managers across the service.

Analytics makes internal accountability more effective. When numbers refer to the productivity of an 
entire sector or a large network of organizations, it can be difficult to hold relevant parties accountable for 
their performance. However, the microdata embedded in government analytics can enable heads of state 
to hold the relevant heads of organizations accountable, and heads of organizations in turn can hold the 
relevant managers of units within the organization accountable. For example, the head of a social security 
agency can hold directors of regional offices accountable when the speed and quality of social security claims 
processing at their office falls well below that of other offices. Ultimately, the use of government analytics 
can enrich conversations in government so that it is more targeted, more engaged with best practices from 
within the public service, and more grounded in reality.

Government analytics can also enhance the accountability of the government to the public, and improve 
public conversations about the machinery of government more broadly. By making analytics public, citizens, 
civil society, and the media can hold the government accountable for how it manages public administration. 
This can be particularly important when analytics reveal that the machinery of government is not being 
administered in the public interest. For example, citizens may be interested in knowing how procurement 
contracts are awarded and whether public sector jobs are based on merit or political grounds. As is the case 
internally, analytics ensures that public accountability is targeted to organizations where improvements are 
needed most. That can help avoid unfairly spreading blame across the entire government and reducing the 
likelihood that any single organization will change (Dunleavy 2017).
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THE OBSTACLES TO ADOPTING GOVERNMENT ANALYTICS

Government analytics thus promises a transformative shift toward evidence-based and continuous improve-
ment of government administration. Why then have many governments not adopted analytics of their 
administration as proactively as their private sector counterparts?

One reason lies in the lack of systematic evidence on how to do government analytics, and the lack of 
a systematic compilation of the methods and data available to governments to this end. This Handbook is 
motivated by the need to fill this gap, and hopes to provide a first step toward addressing it.

A second reason is skill shortages for government analytics inside many public sector organizations—
both to undertake analytics and to use analytics to improve management. Chapter 3 provides a road map 
toward addressing these skill shortages, for instance by creating government analytics units inside public 
sector organizations.

Third, digital records are often primarily designed to enable government operations—such as the award 
of a contract tender—rather than the analytics of such operations. Governments need to make investments 
to repurpose government records for analytics—for instance, by connecting, storing, and analyzing data in a 
cost-effective and secure manner (de Mello and Ter-Minassian 2020). Similarly, online employee surveys are 
another data source for government analytics. Digitization has made it much cheaper, quicker, and easier for 
governments to obtain in-depth feedback from employees at scale and to do so more frequently. Again, how-
ever, investments in analytics are needed to design, implement, interpret, and make use of employee survey 
results to improve public administration.

Beyond these obstacles are, however, at least four thornier limits inherent to the analytics of public 
administration: (1) measurability of outputs and outcomes; (2) institutional complexity; (3) political dis-
incentives to measure; and (4) ethical constraints on measurement. Government analytics requires careful 
navigation of each of them.

First, not all outputs or outcomes of public administration can be measured. Unlike a private sector firm 
with a bottom line, public administration organizations have multidimensional missions and tasks whose 
outcomes and associated processes are often challenging to measure accurately. For instance, how can the 
quality of policy advice by civil servants to ministers or the quality of a budget a ministry of finance prepares 
for submission to parliament be measured at scale? Not everything that matters in public administration 
can be measured. This has made constituencies wary of investing heavily in measurement innovations in the 
public administration. This is also why analytics templates from private sector firms cannot be indiscrimi-
nately copied and applied in public sector organizations.

The response of the Handbook to these limits of observability in public administration is to improve, 
extend, and expand measurement while respecting its limits. This allows public managers to have the best 
possible knowledge available for administrative improvement. As there are inherent limits to what can be 
measured in public administration, even with better measurement, public managers need to keep in mind 
the limits of measurement and triangulate data with other forms of knowledge when devising administrative 
improvements. Otherwise, as a large literature on performance management in public sectors has found (see, 
for example, Hood 2006), imperfect measurement can generate a series of unintended and adverse conse-
quences for public management—from gaming performance to effort substitution (expending more effort 
on measurable metrics of performance at the expense of important but unmeasured outputs and outcomes). 

A second challenge is institutional. Public sector reforms struggle with path dependencies (the tendency 
to become committed to develop in certain ways as a result of structural properties or embedded beliefs 
and values) (Gains and Stokes 2005). Overhauling data infrastructures and monitoring structures is difficult 
when organizations fall under different mandates and jurisdictions. Implementation times might extend far 
into or even span several legislative periods, impairing political incentives for change.

Third, government analytics generates numbers and data that were previously not available. The 
 creation of such data—much like greater transparency in government generally—will sometimes generate 
 political winners and losers (Dargent et al. 2018). To illustrate, creating data on the scale of recruitment 
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into government based on personal connections rather than merit can generate an avalanche of media 
reports (Schuster et al. 2020). Government analytics is thus not apolitical. Analysts need to understand what 
different government actors want to know and what they want to not know about the machinery of public 
administration. Individual analysts and officials will have to negotiate the politics of their setting. Within 
those constraints, we believe that producing and publishing a broader and more accurate set of government 
analytics will eventually lead to better conversations within government, and a better government, for soci-
ety at large.

Last, collecting data on public servants raises ethical concerns, which may limit the scope of analytics. 
In public administration, ethical considerations are further complicated by trade-offs between individual 
employee demands for privacy and public demands for values such as productivity, innovation, and account-
ability of public administrations. Balancing these considerations appropriately is thus central to an ethical 
pursuit of government analytics, but also implies limits: from an ethics perspective, not everything that can 
be measured should be measured (see chapter 6).

For understandable reasons, then, the public sector is slower to capitalize on the data revolution than 
private firms. Much of what it must focus on is harder to measure and requires balancing a greater number 
of considerations than most private sector activity, whether those considerations are institutional, political, 
or ethical. Governments have thus fallen behind in their use of modern analytic methods to design and man-
age public administration. But as the opening stories of how data were successfully used for management 
improvement in the United States, Brazil, and Nigeria show, this need not be the case. Government analytics 
can be a powerful tool to improve government if leveraged in the right way.

GOVERNMENT ANALYTICS AS AN ALTERNATIVE APPROACH TO PUBLIC 
ADMINISTRATION REFORM

How should governments go about the business of improving government administration? And how should 
others—such as international development organizations—support these improvement processes? The 
answer in many countries has been better laws that align governments with “best practices” for the admin-
istration of government. However, implementing best-practice public financial management legislation 
alone has had limited impact in many contexts (Andrews 2013). Similarly, while the number of countries 
with best-practice merit-based civil service legislation on the books has multiplied, little improvement 
in  merit-based civil service practices has resulted (Schuster 2017). Global best practice may not be an 
 appropriate fit for many country contexts (Grindle 2004, 2007). 

Legislation requires a catalyst to make it the reality of government practice. Some observers have urged 
practitioners to focus on identifying local administrative problems facing particular organizations and 
attempt solutions in an iterative manner (Andrews 2013; Pritchett, Andrews, and Woolcock 2017). While 
focusing on addressing specific organizational problems is central to management improvement in public 
administration, this approach begs immediate questions: What helps officials and governments know which 
administrative problems are faced by which teams? How can officials know how isolated (or not) those 
problems are in public sector organizations? And how can we know whether solutions—developed locally or 
borrowed from other countries or global best practice—have effectively resolved the targeted problems?

This information gap can be addressed at scale through government analytics that leverage 
 governmentwide microdata to diagnose every team in every public organization—for instance, through the 
data sources outlined in this Handbook. This approach can help the government as a whole, specific organi-
zations within it, and individual teams better understand the specific management problems they are facing. 
Through benchmarking with other teams, organizations, or governments, data analytics can also shed light 
on opportunities for improvement and who might already be practicing useful approaches. And after gov-
ernments have undertaken actions to bring about improvements, analytics can help practitioners understand 
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whether those actions were effective—for instance, in terms of lower procurement costs, lower staff turnover, 
or better ratings of the quality of managerial leadership according to employee surveys.

Managerial action should, of course, not be taken in isolation based solely on analytics data. As noted, 
governments will always face measurement challenges and boundaries. Analytical findings must be supple-
mented with practical and tacit knowledge. Public sector decision-makers thus need to triangulate analytics 
findings with practical and tacit knowledge. This puts public managers at the heart of interpreting and mak-
ing use of government analytics findings. 

What government analytics can do is strengthen the quality of conversations about how to improve 
public administration, rather than dictating managerial responses to specific analytics findings. Those 
 conversations about improvement may be in a department of local government, a ministry, or may even span 
countries and the international community. They may involve government employees, service users, and 
others, extending beyond managers who are making solitary interpretations of analytics findings. In short, 
government analytics generates evidence for better conversations—and thus decisions—about how to 
improve the public administration.

This cycle is, of course, not necessarily linear; it is iterative. At times, government analytics can shed 
light on management problems that managers were unaware of—as with the opening example of the former 
marine managing a team in the US federal government. At times, managers may sense a potential problem—
as with Brazil’s wage bill—that motivates analytics to better estimate the scale and nature of the problem.

The intention of this Handbook is not to dictate a unitary approach to measurement. Instead, the chap-
ters that follow describe many of the most common approaches to government analytics, and present some 
evidence from across the world for them. This information is offered to provide a framework that govern-
ment officials and analysts can draw on to select particular analytical approaches of particular use to them. 
Greater use of government analytics in turn will further the evidence base on how to best undertake govern-
ment analytics.

This matters because effectively measuring the state allows us to manage it better. The best version of gov-
ernment arises from basing its design and management on the best data achievable as to how government 
is functioning. Having good policies on the books matters, but much less so without an effective machine to 
implement them. In other realms, data have revolutionized productivity. It is time to turn the lens on public 
administration.
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CHAPTER 2

How to Do Government 
Analytics
Lessons from the Handbook

Daniel Rogger and Christian Schuster

SUMMARY

How can practitioners and researchers undertake government analytics effectively? This chapter 
summarizes lessons from The Government Analytics Handbook . The chapter begins by introducing 
a public administration production function, which illustrates how different data sources, such as 
procurement data or public servant survey data, shed light on different parts of the machinery of 
government . The chapter then highlights lessons to keep in mind when undertaking any measurement 
and analysis of government administration . In the chapter-by-chapter summary that follows, lessons 
on how to generate and analyze a range of core data sources for government analytics are presented . 
These are data from administrative records (such as human resources and payroll, budget, procurement, 
administrative cases, task completion and projection completion); data from surveys of public servants; 
and external assessments of government, such as household or citizen surveys . The chapter concludes 
by showcasing how different data sources can be integrated to understand core challenges in the 
administration of government, such as personnel management .

ANALYTICS IN PRACTICE

 ● This Handbook presents a wealth of approaches and data sources available to governments to improve 
the analytics of the machinery of government and identify evidence-based improvements. Many of these 
approaches rely on data that governments already collect as part of their day-to-day operations.

 ● By conceiving of government’s electronic records as data in themselves, existing government records, and 
in particular the vast troves of data now being produced, can be repurposed as a means of diagnosing 
and strengthening government administration.

 ● Government analytics can be undertaken with at least three types of data: administrative data collected 
or published by government entities (such as payroll data); surveys of public servants; and external 
assessments (such as household surveys or anthropological assessments).



THE GOVERNMENT ANALYTICS HANDBOOK14

 ● To organize the various data sources assessed throughout the Handbook, this chapter introduces a public 
administration production function. A production function relates input factors of production through 
processes (such as management practices) to the output of an organization, and their eventual outcomes. 

 ● Some data sources are better suited to assessing inputs into public administration, such as payroll data 
assessing the costs of different personnel. Some data sources are better suited to assessing the processes, 
practices, and cultures that convert inputs into outputs, such as surveys of public servants that assess how 
they are being managed. And some data sources are better suited to assessing the outputs and outcomes 
of public administration, such as citizen satisfaction surveys. What type of data source is appropriate 
for analytics depends on what aspect of public administration the analyst is seeking to diagnose and 
improve. Data sources can also be powerfully combined to understand overarching themes in how gov-
ernment is functioning, such as corruption.

 ● Frontier government analytics would integrate the analytics of these distinct data sources. It would 
generate them at a scale sufficient to inform the decision-making of individual managers. And it would 
make them easily accessible to those managers across government organizations and departments. For 
instance, dashboards integrating data sources and updating in real time would provide managers with 
comparisons for their staffing issues, process quality, the perceived quality of management practices, and 
so on. They could track outputs and outcomes, from task completion and case productivity to exter-
nal assessments from citizens. Comparative data would allow them to benchmark themselves against 
other government organizations, or where appropriate, other countries. Managers would be capable of 
understanding the limitations and strengths of different analytics. The result would be a transformational 
change toward leveraging data to strengthen public administration.

INTRODUCTION: AN UNPRECEDENTED EXPLOSION OF DATA

A common perception of government is that it is a place that no one truly understands: an incomprehensible 
maze, filled with a procedural fog. Actually, public administration is brimming with information. The every-
day business of government has generated an abundance of records on who does what where. Each of these 
records has its origin in a contemporary administrative need of public officials. With the right approach, 
these records also provide a window into the workings of the administrations that created them—a way to 
clear the fog and provide a map through the maze.

For example, as a social security officer decides how to organize their work, they are making decisions 
that will affect the delivery of cases they are working on. These choices are reflected in the time stamps that 
accompany their cases, the degree to which they follow procedure, and the feedback they receive from 
those they serve. On its own, the record of their work is interesting, but combined with the records of their 
colleagues from their own organization and across the country it becomes a means to understanding the 
functioning of a public sector organization. Do all the officers working for a particular manager perform well 
on some aspects of their work but less so on others? Are some offices able to regularly process retirement 
benefits faster than others? The fog of uncertainty about how social security officers perform across their 
community can be cleared by turning records into analytics of the public service.

The data trail of government records like these has expanded greatly recently. The move toward digital 
government has multiplied the scale of electronic transactions between public administrations and citizens. 
From citizens paying taxes electronically to registering online for driver’s licenses, every interaction is now 
recorded electronically in government data systems. Digital government has also multiplied electronic trans-
actions within public administrations. Payrolls, procurement records, and budget disbursement records are 
some examples. Digital government has also facilitated the collection of other data, for instance by enabling 
governments to survey their employees at scale online. All this makes data to understand public administra-
tion easier to access than ever before.
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This trove of data is critically important to the productive functioning of government, much in the 
same way as it has improved firm performance (Bakshi, Bravo-Biosca, and Mateos-Garcia 2014). “Without 
high-quality data providing the right information on the right things at the right time, designing, monitoring 
and evaluating effective policies becomes almost impossible,” a United Nations report notes (UN 2014, 2).

While the use of data for public policy has exploded, far less emphasis has been placed on how govern-
ment records might be repurposed to understand how effectively the administrative machinery of govern-
ment is functioning. By conceiving of government’s electronic records as data in themselves, existing govern-
ment records can be seen as a means of diagnosing and strengthening government administration. 

As discussed in chapter 1, public administration presents particular measurement challenges and oppor-
tunities. This Handbook focuses on sources and methods of measurement to meet those challenges, and on 
the need to create a system of measurements that is fit for public administration, rather than repurposed 
from other settings. Although current government records are an excellent foundation for analysis, their 
suitability for generating knowledge requires work. Once analytics becomes a goal, the range and nature of 
the public record is likely to change, to optimize government data for both the task at hand and the broader 
assessment of government functioning. This chapter summarizes lessons to that end—and on how to do 
government analytics—from across the Handbook. 

WHAT GOVERNMENT ANALYTICS CAN ANALYZE: UNDERTAKING 
ANALYTICS ALONG A PUBLIC ADMINISTRATION PRODUCTION FUNCTION

Government analytics refers to the use of data to diagnose and improve the machinery of government, or 
public administration. This chapter introduces a public administration production function to provide 
an overarching framework to organize the various data sources assessed in different chapters.1 A pro-
duction function relates input factors of production to the output of deliverables of an organization, and 
their eventual outcomes. The productivity of an organization thus depends on the quality and quantity of 
outputs relative to inputs. Figure 2.1 visualizes the different components of our production function for 
public administration (Meyer-Sahling et al. 2021; World Bank Group 2019). While many core elements 
coincide with typical private sector production functions (Mas-Colell, Whinston, and Green 1995), the 
functioning of government administration has been characterized as distinct from that of private firms 
due to the multiplicity of principals, the ambiguity of tasks, and the presence of principals with political 
incentives, among other features. 

In public administration, inputs include personnel (public employees), goods (such as comput-
ers), and capital (such as office space). Outputs refer to, first, the deliverables produced by public 

FIGURE 2.1 The Public Administration Production Function
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administration organizations themselves. For instance, a ministry of finance might issue public sector 
debt at a certain interest rate. Further, public administration organizations produce outputs (activities) 
that enable frontline agencies in the public sector—such as hospitals, schools, or police forces—to deliver 
services and goods to citizens. The outcomes in these examples are better health, education, or public 
safety, respectively. To fund the outputs, a ministry of finance may oversee budgets that frontline agencies 
then disburse to deliver their services. 

How do public administrations convert inputs (such as personnel) into outputs and outcomes? In our 
production function, this conversion is enabled by policies (organizational objectives and work procedures), 
systems, and management practices, and mediated by norms and behaviors inside public administration. 
For instance, a ministry of finance may have a policy in place to review a budget for an organization by a 
certain date. A team lead inside the ministry then manages employees to ensure the task is completed well 
and on time—such as through effective performance management practices. Those practices and organiza-
tional policies shape the norms and behaviors of the ministry’s employees—such as their motivation to work 
hard—which in turn then allows the ministry to produce outputs (such as a budget review).2 

By utilizing different data sources and different methods, government analytics can shed light on all parts 
of this production function and identify bottlenecks, whether overpriced input goods, ghost workers on the 
payroll, high staff turnover, or slow processing of administrative cases, to name just a few. Contemplating 
government analytics along the production function enables analysts to diagnose public administration chal-
lenges holistically, and to understand how different data and approaches to government analytics relate. 

To illustrate, figure 2.2 maps a number of different data sources analyzed in various chapters to their 
respective components in the production function. Several types of administrative data have particular 
strengths in diagnosing inputs into the public administration production function. For instance, payroll 
data and human resources management information system (HRMIS) data can help governments under-
stand personnel as an input into the public administration production function, such as whether pay of 
public servants is competitive and fiscally sustainable, or whether staffing levels are adequate (see chapters 9 
and 10). Budget data and procurement data can help governments understand spending on goods and capi-
tal as inputs into public administration—for instance, whether public administrations acquire similar goods 
cost-effectively across organizations in the public administration (see chapters 11 and 12). 

Government analytics can also shed light on the processes and practices that convert inputs into out-
puts and outcomes. Surveys of public servants and qualitative measurement have particular strengths 

FIGURE 2.2 Mapping Different Government Analytics Data in the 
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at diagnosing management practices. Management quality is fundamentally experienced by employees 
and a result from the interaction between managers and employees. Surveys can, for instance, ask public 
servants how they perceive the leadership of their superior or the quality of their performance feedback 
(see chapter 18). Government analytics can also shed light on the quality of processes inside public adminis-
tration, such as whether these processes adhere to government procedure or meet deadlines (see chapter 13). 

Whether practices and processes effectively turn inputs into outputs and outcomes is, as noted, mediated 
by the norms, attitudes, and behaviors of public administrators. Surveys of public servants and qualitative 
measurement are standard practice in many governments to evaluate this component of public administra-
tion production—for instance, to understand how engaged, committed, and ethical in their behavior public 
administrators are (see, for example, chapter 18). HRMIS data often complement rich survey data by pro-
viding insights into specific behaviors of public employees that are digitally recorded, such as whether public 
servants leave the organization, work overtime, or take sick leave (see chapter 9).

Last, public administrations produce outputs and outcomes both of their own (such as a ministry of 
finance issuing debt), and to enable outputs and outcomes of frontline providers. The productivity of front-
line, service delivery agencies such as hospitals, schools, and police forces has been extensively measured, 
not least as direct contact with citizens enables more direct measurement of service delivery outcomes (such 
as patient outcomes in hospitals or learning outcomes in schools) (see chapter 29). 

This Handbook, instead, focuses on the analytics of administrative outputs and outcomes. Administrative 
case data are one important source for measurement in such contexts. Such data are often routinely collected 
by organizations (for instance, the number of tax or social security cases processed) and can be repurposed by 
organizations to measure outputs and outcomes (such as the amount of tax revenue raised), and thus gauge 
productivity (see chapters 14 and 15). Beyond administrative data, surveying households and citizens (such as 
by asking citizens about their trust in public administration organizations) can be an important data source to 
understand outcomes of public administration (see chapter 28). What will be of most significance to measure 
and analyze will depend on a specific organizational setting and topic of interest to decision-makers.

The various chapters of this Handbook provide insights into how to use these different data sources to 
understand how government is functioning and improve the management of public administration. For a 
brief overview, table 2A.1 in annex 2A at the end of this chapter presents a chapter-by-chapter mapping of data 
sources to the topics covered in chapters 10 to 30 of the Handbook, to help readers pick and choose the chapters 
most of interest to them. The remainder of this chapter thus summarizes their lessons on how to do govern-
ment analytics well.

PART 2: FOUNDATIONAL THEMES IN GOVERNMENT ANALYTICS

The second part of the Handbook focuses on four cross-cutting challenges in the measurement and analysis of 
public administration: how to ensure that government analytics are undertaken (1) with due recognition and 
management of the risks involved (from managing political pressure to protecting key indicators from manipu-
lation); (2) in a way that ensures analytical practices accord with current best practice in social science; (3) in an 
ethical manner; and (4) with measures to determine whether the government analytics generated are, in fact, used.

Measuring What Matters: Principles for a Balanced Data Suite That 
Prioritizes Problem Solving and Learning

Chapter 4, by Kate Bridges and Michael Woolcock, tackles the first of these four challenges. The chap-
ter notes that overreliance on quantitative government analytics comes with risks. For example, as with 
any performance targeting, hitting easy-to-measure targets risks becoming a false standard of broader 
 success. Overemphasis on measurement also risks neglect of other important forms of knowledge—such as 
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qualitative work or practical knowledge—and thus may curtail a deeper understanding of key public admin-
istration problems. Moreover, political pressures, if undetected, can lead to falsification of data—for instance, 
to cover up problems such as corruption—and thus undermine the integrity of government analytics. Left 
unattended, these risks may mean that government analytics may curtail the problem-solving and imple-
mentation capabilities of public sector organizations, rather than strengthening them. 

In light of these risks, chapter 4 offers four principles for government analytics based on a balanced data 
suite that strengthens the diagnosis and solving of problems in public administration:

1. Identify and manage the organizational capacity and power relations that shape data management: for 
instance, by defining and communicating to all staff professional standards for collecting, curating, 
 analyzing, and interpreting government analytics data. 

2. Focus quantitative measures of success on those aspects that are close to the problem: for instance, by 
targeting measurement of public administration problems prioritized by government. 

3. Embrace a role for qualitative data, especially for those aspects that require in-depth, context-specific 
knowledge. 

4. Protect space for judgment, discretion, and deliberation in those (many) decision-making domains that 
inherently cannot be quantified.

Practical Tools for Effective Measurement and Analytics

Chapter 5, by Maria Ruth Jones and Benjamin Daniels, turns to a second cross-cutting challenge: how to 
employ the best practices of modern social science when utilizing statistical tools for government analytics. 
The chapter discusses important underlying statistical principles for government analytics to ensure that 
government analytics are credible, including the transparency of analysis and reproducibility of results. 
Producing analysis that accords with best practice requires considering the full life cycle of data work, such 
that each stage of handling data can be designed to support the next stages. The chapter introduces the 
suite of tools and resources made available for free by the World Bank’s Development Impact Evaluation 
(DIME) Department to support the achievement of best-practice statistical analysis, such as research-cycle 
frameworks, extensive training tools, detailed archives of process and technical guidance, and a collabora-
tive approach to data and analytics. The chapter also links to online tools, such as an online training hub, 
available to help implement these practices.

The Ethics of Measuring Public Administration

Chapter 6, by Annabelle Wittels, discusses a third cross-cutting challenge in government analytics: how to 
undertake ethical measurement and analysis in public administration. While guides for the ethical  collection 
of data on citizens exist, there is a dearth of practical guides on the ethics of government analytics, particu-
larly with respect to data collection by governments on their own employees. Chapter 6 introduces a heuris-
tic to encourage ethical government analytics, which balances three, at times competing, ethical consider-
ations: (1) an individual dimension that encompasses demands by public employees for dignity and privacy; 
(2) a group dimension that relates to allowing for voice and dissent of public employees; and (3) a public- 
facing dimension that ensures that analytics enable public administrators to deliver on public sector values—
accountability, productivity, and innovation. These three considerations can be in tension. For instance, data 
diagnostics on public personnel can inform better management practices and enable greater productivity but 
impinge on the privacy of employees, whose data are required for the diagnostic. 

To guide practitioners, chapter 6 presents a 10-point framework. For instance, the ethics of government 
analytics requires consideration of the granularity of data required for the diagnostic. Are data that identify 
individuals required for the diagnostic, or could group-level or anonymous individual-level data enable a 
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similar diagnosis? In a survey of public servants, do demographic questions need to identify the exact age 
of a respondent in an organization (which risks identifying the respondent), or are broad age bands (with a 
lower risk of identification) sufficient? As a second example, ethical government analytics requires consider-
ation of who has a say in what gets measured. In particular, are those who are being measured consulted in 
advance and given an opportunity to provide inputs? Questions in the framework like these can guide ethical 
government analytics.

Measuring and Encouraging Performance Information Use in Government

Chapter 7, by Donald Moynihan, discusses efforts to address a fourth challenge in government analytics: 
measuring whether government analytics measures are, in fact, being used. If costly data collection or 
analysis is undertaken on public administration but the resulting analytics are not used to improve public 
administration, government analytics harms rather than advances better government. Chapter 7 illustrates 
how survey and administrative data can be drawn on to measure use of government analytics data (or, to 
use the term in chapter 7, performance information). In particular, the chapter recounts the experience of 
the US Government Accountability Office (GAO), which periodically surveys public employees on their use 
of performance information. The chapter describes the survey measures deployed to this end. The chapter 
also discusses administrative data that governments can utilize, such as data that track the use of dashboards 
displaying government analytics data. The use of government analytics can thus be subjected to the same 
evaluative measurement rigor that government analytics applies to public administration.

Understanding Corruption through Government Analytics

Chapter 8, by James Anderson, David S. Bernstein, Galileu Kim, Francesca Recanatini, and Christian 
Schuster, illustrates how the approaches presented in this Handbook can be combined and leveraged to holis-
tically diagnose a major obstacle to more effective public administrations. Chapter 8 is discussed further at 
the end of this chapter. 

PART 3: GOVERNMENT ANALYTICS USING ADMINISTRATIVE DATA 

The nine chapters in part 3 discuss the range of administrative data sources that governments can draw on 
to undertake government analytics. Each main type of administrative data is covered in a different chapter. 
Chapters 9 and 14 contextualize these discussions, showcasing how to create underlying data infrastruc-
tures (chapter 9) and how to combine data sources to measure the performance of public organizations with 
 multidimensional missions (chapter 14). 

Creating Data Infrastructures for Government Analytics

Chapter 9, by Khuram Farooq and Galileu Kim, focuses on how to create data infrastructures—or manage-
ment information systems (MIS)—that are well suited for government analytics. Using the case of human 
resources management information systems (HRMIS), the chapter provides a road map to guide the devel-
opment of data infrastructures that enable government analytics. The road map emphasizes the importance 
of first getting in place high-quality foundational data modules in the MIS, and only then transitioning to 
developing more complex analytical modules. In the case of HRMIS, for instance, ensuring high-quality 
foundational modules including basic information on personnel and payroll compliance should take prece-
dence over more advanced modules such as talent management and analytics. Without quality foundations, 
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other modules will produce imprecise or inaccurate analytics. Analytical modules that include dashboards 
and reports require that foundational modules are set in place and their data are accurate.

The road map thus emphasizes a sequential approach to creating data infrastructures, coupled with 
repeated testing of new infrastructures, accessible technical support for users of new MIS systems, track-
ing of usage, and building in-house capacity to maintain the system. To illustrate potential applications, 
the chapter is complemented by three case studies of analytical transformations in HRMIS systems in 
Luxembourg, Brazil, and the United States. Ludwig Balmer, Marc Blau, and Danielle Bossaert discuss how 
the government of Luxembourg introduced a Business Intelligence Center for human resources (HR) analyt-
ics, which transformed HR operations. Luciana Andrade, Galileu Kim, and Matheus Soldi Hardt showcase 
the development of a system to detect irregularities in Brazil’s federal payroll, using machine learning. Robin 
Klevins and Camille Hoover illustrate how a US federal government agency developed a simple but effective 
dashboard to extract insights from a federal public employee engagement survey.  

The quality of analytics arising from any MIS is critically dependant on the quality of the underlying 
data, and the analysts’ understanding of their origins and limitations. The rest of part 3 discusses how to 
ensure quality measurement and analytics with a range of administrative data sources that measure aspects 
of the production function of public administration. 

Government Analytics Using Human Resources and Payroll Data

In chapter 10, Rafael Alves de Albuquerque Tavares, Daniel Ortega Nieto, and Eleanor Florence Woodhouse 
illustrate how to use payroll and HRMIS data for government analytics. Using a series of examples from 
Latin American countries, the chapter underscores how the analytics of such data can enable more 
 evidence-based decisions around both fiscal planning and personnel policy. For instance, payroll data can be 
drawn on to better understand the likely future dynamics of wages and retirement based on the modeling of 
individual career trajectories. Figure 2.3 illustrates how analytical use of payroll data allowed Brazilian policy 
makers to simulate the financial implications of a set of policies related to pay and employment. The differ-
ence between the wage bill costs under the least and most expensive options amounted to nearly 50 percent 

FIGURE 2.3 Wage Bill Projection and Policy Scenarios, Brazil, 2008–30
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of total wage bill expenditures. Such a granular lens on employment trends enables governments to better 
plan for the longer-term fiscal implications of public employment and understand its drivers.

The analytics of payroll and HRMIS data can also enable governments to improve personnel policy. For 
instance, data on workforce allocation across different regions of a country (such as those of a tax adminis-
tration) matched to data on the number of service users (such as taxpayers) in each region can help govern-
ments understand under- or overstaffing and improve workforce allocation by prioritizing new recruitment 
in understaffed regional offices. Payroll data also enable governments to measure turnover of employees 
working in different organizations or for different managers, helping governments pinpoint retention prob-
lems and their origins. By comparing pay for similar positions across government institutions, payroll analy-
sis identifies potential salary inequities. Chapter 10 recommends centralizing payroll and HR data collection 
systems to render such data accessible and provides a road map to this end that complements the discussions 
and case studies in chapter 9.

Government Analytics Using Expenditure Data

Chapter 11, by Moritz Piatti-Fünfkirchen, James Brumby, and Ali Hashim, discusses government analytics 
using expenditure data. Budget and government expenditure data are already widely used by governments 
to understand whether resources are used for budgeted priorities; whether spending is sustainable, efficient, 
effective, and equitable; and which government transactions (typically, large-value ones) might have high 
fiduciary risks. The World Bank, for instance, has a long-standing practice of Public Expenditure Reviews. 
Such reviews are often accompanied by benefit incidence analysis to orient spending toward those in 
need, by linking data on spending distribution with who receive services. The chapter briefly reviews these 
well- established uses of expenditure government analytics, and then delves into an aspect missing in much 
expenditure analytics: how to ensure high-quality data for expenditure analytics.

The chapter underscores the need to periodically review government expenditure microdata for five 
features: (1) data provenance and integrity; (2) comprehensiveness; (3) usefulness; (4) consistency; and 
(5) stability. This requires a prior, clear definition of what counts as a government expenditure, as well as 
a clear understanding and documentation of how transactions across spending items in government are 
created, what control protocols they are subject to, how this information is stored, and how microdata are 
aggregated for analysis (such as by classifying government transactions by function, to be able to analyze 
aggregate spending data by function).  The chapter provides practitioners with seven questions to include in 
expenditure analytics to ensure that the data are high quality, and the resulting analytics are as informative as 
possible to improve government spending.

Government Analytics Using Procurement Data

Chapter 12, by Serena Cocciolo, Sushmita Samaddar, and Mihaly Fazekas, discusses how to use procurement 
records as data for government analytics. The digitization of national public procurement systems across 
the world has multiplied opportunities for procurement data analytics. Such analytics allow governments to 
strategically monitor procurement markets and trends, to improve the procurement and contracting process 
through data-driven policy making—for instance, by identifying overpriced goods or corruption risks in 
procurement—and to assess the potential trade-offs of distinct procurement strategies or reforms. The chapter 
explores the range of procurement indicators that can serve these purposes. For instance, indicators to mea-
sure the economy and efficiency of procurement include the time needed for contracting and the final price 
paid. Indicators to proxy transparency and integrity include the share of single bidder tenders and the share of 
excluded bids. Indicators to measure competition include the number of bidders. Indicators of inclusiveness 
and sustainability include the share of bids coming from small and medium enterprises.

When e-procurement systems are integrated with other e-government systems—such as systems 
 generating firm registries or tax data—analytics can go even further: for instance, by allowing governments 



THE GOVERNMENT ANALYTICS HANDBOOK22

to detect potential family relations (and thus collusion risk) between owners of firms bidding for government 
contracts and procurement officials. Chapter 12 also showcases how governments can use interactive dash-
boards to track, analyze, and display key procurement indicators through customizable and user-friendly 
visualizations. All this requires that procuring entities record procurement transactions consistently, that 
such records are then centralized, and that (automated) data quality checks and periodic data audits ensure 
the data are accurate. 

Government Analytics Using Data on the Quality of Administrative Processes

The eventual value of the core inputs to the effective functioning of government (personnel, goods, and 
capital) is determined by how they are processed and managed. Chapter 13—by Jane Adjabeng, Eugenia 
Adomako-Gyasi, Moses Akrofi, Maxwell Ampofo, Margherita Fornasari, Ignatius Geegbae, Allan Kasapa, 
Jennifer Ljungqvist, Wilson Metronao Amevor, Felix Nyarko Ampong, Josiah Okyere Gyimah, Daniel 
Rogger, Nicholas Sampah, and Martin Williams—presents approaches to assessing the quality of administra-
tive processes. Applying proper processes and procedure to a project, file, or case is core to the work of public 
administrators. The chapter presents a range of indicators to this end, such as the share of processes under-
taken by public administrators that are timely with respect to deadlines, adhere to government procedure, 
and are logical in flow. Such data can be collected automatically as part of digitized government work, or 
manually by assessors employed to judge the quality of process in the physical records of projects, files, or 
cases. Chapter 13 showcases two applications of this approach. The example from Liberia highlights adher-
ence to new processes for performance appraisal. The example from Ghana highlights the quality of process 
in core office duties, such as project planning, budgeting, and monitoring. 

Government Analytics Using Customs Data

Chapter 14, by Alice Duhaut, provides an overview of government analytics using customs data. Customs 
agencies typically have three core objectives: facilitating trade, collecting revenue, and ensuring the secu-
rity and safety of the goods entering or exiting the country. As in many other government agencies with 
multidimensional missions, attaining one objective (such as greater safety of traded goods) can come at the 
expense of another (such as facilitating trade). Incomplete measurement of objectives risks encouraging 
attainment of measured objectives while unknowingly impairing other objectives. This puts a premium on 
effective measurement of all dimensions of a customs mission, which often requires triangulating different 
data sources. Chapter 14 showcases how this can be done, deriving indicators for trade facilitation (such as 
costs of the process, particularly in terms of delays); revenue collection (such as trade volume and revenue 
collected based on the assessed value); and safety (such as number of goods in infraction seized). Collecting 
these indicators requires integrating multiple data sources. The chapter thus discusses several data sources. 
These include the Automated System for Customs Data, used by 100 countries and designed by the United 
Nations Conference on Trade and Development (UNCTAD), which captures items declared, excise, and 
duties; as well as complementary data sources, such as time-release studies and GPS data on the time spent 
at borders. The chapter also illustrates how such data can be used not only for risk management ex ante, but 
also to assess customs performance ex post.

Government Analytics Using Administrative Case Data

Chapter 15, by Michael Carlos Best, Alessandra Fenizia, and Adnan Qadir Khan, provides insights into 
the analytics of administrative case data in government more broadly. A case file is typically a collection of 
records regarding, for instance, an application for government payments (such as social security) or access to 
services (such as government-sponsored child care); to obtain licenses and permits; or to bid on a govern-
ment contract. The chapter draws on three example types of administrative cases: social security programs, 
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tax collection, and public procurement. In all three examples, governments routinely collect case data as 
part of their day-to-day operations. The chapter shows how these case data can be repurposed to construct 
objective measures of performance. These include measures to benchmark productivity across, say, regional 
tax offices, such as the average time to complete similar tax cases or the number of cases completed per 
officer. Map 2.1 presents an index of the productivity of social security case processing in Italy. It illustrates 
how substantial the variability in government productivity can be across a single country, with some offices 
taking 2.5 times as long as others to process similar cases. Case data also enable governments to understand 
differences in quality, such as comparing the share of tax cases leading to appeals by taxpayers or being iden-
tified as erroneous by audits.

Chapter 15 also emphasizes the importance of accounting for the complexity of each case. For example, 
a social security claim that clearly meets the requirements of regulation is less complicated to process than 
a case in which there are ambiguities in eligibility and external validation is required. The chapter provides 
guidance on how to adjust case data for complexity. When accounting for complexity and quality, the chap-
ter concludes that the case data governments already collect provide a wealth of performance information to 
make such adjustments. 

Government Analytics Using Machine Learning

Chapter 16, by Sandeep Bhupatiraju, Daniel Chen, Slava Jankin, Galileu Kim, Maximilian Kupi, and 
Manuel Ramos Maqueda, shifts the focus to a different data source—text-as-data—and a different 
methodological approach, the use of machine learning (ML) and artificial intelligence (AI) for gov-
ernment analytics. Machine learning is fundamentally a methodological approach: it defines a perfor-
mance indicator and trains an algorithm to improve this indicator, using the data collected. Such data 
can include text, allowing government to classify quantitatively the “big data” of texts it produces in 
records or communications. As a result, ML can be applied in a range of government analytics domains, 
from detecting payroll fraud to understanding bias in welfare appeal decisions, to name a few. The 
chapter illustrates the use of ML and AI for government analytics in the case of the judiciary. In the 
justice system, the increasing digitization of legal documents and court sentences, and the development 
of new techniques in natural language processing, enable analytics to improve judicial decision-making. 
India, for instance, has 27 million pending court cases; the sheer number of cases precludes manual 
classification of (often inconsistent) records and legal texts. ML algorithms can be trained to classify 
such records. This enables, for instance, analytics of bias and discrimination in courts (such as where 
judges with certain characteristics are associated with certain judicial outcomes in similar cases), or 
evaluations of how judicial reforms shape judicial productivity and bias. The chapter also describes the 
enabling environment for ML application—including how to build ML human capital and data infra-
structure; the ethical considerations to keep in mind; and the importance of collaboration between ML 
engineers, domain experts, and the agencies that will use the technology to develop effective ML-based 
government analytics.

Government Analytics Using Data on Task and Project Completion

Chapter 17, by Imran Rasul, Daniel Rogger, Martin Williams, and Eleanor Florence Woodhouse, discusses 
government analytics using task completion data. Much government work consists of the completion of 
tasks, from creating major reports to undertaking training programs and building infrastructure. A task 
completion approach allows for the investigation of which units and organizations are most likely to initiate, 
make progress on, and complete tasks—particularly where organizations complete similar tasks (such as 
preparing budgets). A task completion approach is particularly important to understand performance in 
administrative organizations in which the productivity data discussed in previous chapters (such as case data 
or frontline service delivery indicators) are not available.
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MAP 2.1 Variations in Productivity of Processing Social Security Cases, 
Subregions of Italy

Source: Fenizia 2022, using Italian Social Security Agency data .
Note: The key refers to the number of social security claims of a particular type that are processed by an office in a particular time period 
divided by the full-time equivalent of workers of that office during that time .
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Data for task completion can be extracted from a variety of sources. In Ghana, for instance, govern-
ment units complete quarterly progress reports on all activities, which can be digitized and repurposed 
into task completion data. In the United Kingdom, the National Audit Office completes major project 
reports that assess the progress of large infrastructure projects against corresponding planning documents. 
By  subsetting—that is, culling—these data to similar tasks undertaken by all government units, units can 
be benchmarked on the average time it takes them to complete tasks and the share of uncompleted tasks, 
for instance. Matching these data to other data about these units—for instance, on budget disbursements or 
management practices—can help governments understand why some government units are more effective 
at completing tasks and identify drivers to improve productivity in lagging government units. Chapter 17 
underscores the importance of—and provides guidance for—classifying task characteristics correctly (such 
as in terms of their complexity) to ensure that cross-unit benchmarking is valid.

Cross-Cutting Insights from Part 3

The chapters in part 3 reveal some cross-cutting insights to keep in mind when undertaking government 
analytics using administrative data. To begin with, high-quality administrative data are not a foregone 
conclusion. The infrastructure for—and thus quality of—the underlying measurement and resulting data is 
paramount and requires careful consideration. The first challenge is data coverage. A central payroll system, 
for instance, might cover only part of the public employment workforce (chapter 10); and a central financial 
management information system might cover only part of government expenditures (chapter 11). A second 
challenge is data validity. To illustrate, case data in tax or social security are often not recorded or designed 
to measure performance. Careful thought is needed to repurpose such data for performance measurement. 
Self-reported data—as in the case of some task completion data—may also suffer from inaccurate or manip-
ulated data entry by the units being evaluated, putting a premium on independent, third-party data collec-
tion or validation (chapter 7). A third challenge for performance data in particular is completeness relative 
to the mission of an organization. As chapter 14 notes, missions and goals of public sector organizations 
are typically multidimensional (and at times contradictory). This requires the triangulation of multiple data 
sources to ensure performance is measured holistically, so that government analytics does not incentivize the 
attainment of one goal of an organization at the expense of another (chapter 4).

The chapters also emphasize the human capital requirements for government analytics using adminis-
trative data. Creating the information technology (IT) systems that underlie centralized data infrastructures 
requires IT and data science skills (chapters 9 and 16). Processing records into usable data, analyzing the 
data, and making the data accessible for analysis and management improvements (such as through dash-
boards) similarly require data science and visualization skills. In some governments, advanced data science 
skills (such as for machine learning) might be in short supply. Upskilling data scientists in government, or 
creating data science teams for government analytics, is thus important to make the most of government 
analytics opportunities. 

Lastly, the chapters also emphasize the importance of data accessibility for decision-makers. Creating 
dashboards to allow users to explore key insights from the data—for instance, on procurement indicators or 
HR—facilitates such accessibility. These can be complemented by briefings and slide decks with key diagnostic 
findings and insights and data storytelling for senior policy makers to take action. In other words, government 
analytics data do not speak for themselves, but need to be made understandable to support government action.

PART 4: GOVERNMENT ANALYTICS USING PUBLIC SERVANT SURVEYS 

Part 4 focuses on a single data source for government analytics: surveys of public servants. There are three 
reasons for dedicating an entire section to one data source. 
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First, surveys of public servants are one of the most widely used data sources for government analyt-
ics. The review of the global landscape in chapter 18 finds that the number of governments implementing 
governmentwide surveys of public servants repeatedly every year or two has increased continuously over 
the last two decades. At least nine governments of member countries of the Organisation for Economic 
Co-operation and Development (OECD) were conducting annual or biannual surveys as of 2021, and many 
others are surveying their public servants on a more ad hoc basis.

Second, surveys of public servants can be costly in terms of staff time in a way that repurposing admin-
istrative data is not. Such surveys often sample a census of (that is, all) government employees. The staff time 
cost of completing the US federal government employee survey reaches US$30 million annually (as cited in 
chapter 20). It is therefore important to design such surveys to be as efficient and effective as possible.

Third and more important, many key features of public administration production cannot be measured 
efficiently through other data (such as administrative data or citizen surveys). For example, understanding 
how public servants are managed, their motivations, and their behaviors are all internal to the official’s lived 
experience, yet matter for public sector productivity. Public employees’ motivations are difficult to observe 
outside of their own expressions of their motives. Thus, self-reporting through surveys becomes the primary 
means of measurement for many aspects of the public administration production function, and serves as a 
lever for improving public sector productivity.

For all these reasons, effectively designing, implementing, and making the most of surveys of public 
servants for government improvement is crucial.

Surveys of Public Servants: The Global Landscape

In chapter 18, Ayesha Khurshid and Christian Schuster review current government practices in surveys 
of public servants. The chapter finds that governments undertake such surveys with relatively similar 
 objectives, and thus most governments tend to measure similar concepts in their surveys. These include, on 
the one hand, measures of core employee attitudes correlated with productivity, such as job satisfaction and 
engagement, commitment to the organization, and intent to remain working for the organization. On the 
other hand, governments measure a relatively consistent set of management practices as antecedents of these 
employee attitudes, such as the quality of leadership, performance management, and training. 

Yet chapter 18 finds that governments differ in how they design, implement, and report on surveys of 
public servants. For instance, the wording of survey questions differs, even when similar concepts are being 
measured. Approaches to sampling public servants differ, as do survey modes or approaches to dealing with 
nonresponse. Governments also differ widely in how they report survey results: for instance, in terms of 
what kind of benchmarks are reported or what levels of hierarchy inside organizations are measured and 
provided with results reports. Given that governments undertake surveys with similar objectives, why is 
there such diversity in how they design, implement, and report on surveys?

The answer, arguably, lies in part in the limited evidence available to governments that could guide choices 
about design, implementation, and reporting of surveys of public servants. The chapters in part 4 thus provide 
novel empirical evidence to enable governments and practitioners to make more evidence-based choices in 
response to some of these and other methodological questions in public servant surveys.

The decision tree pictured in figure 2.4 structures the choices facing governments in surveying public 
servants. This decision tree should not be read as a linear set of steps: there are interdependencies between 
choices. For instance, how many respondents need to be sampled depends on the expected variation in sur-
vey measures, which in turn is a function of questionnaire design. 

Nonetheless, a common first choice concerns a survey mode: Are surveys conducted online, on paper, 
in person, by phone, or through a combination of these modes? Governments then need to determine the 
appropriate survey population, and an approach to sampling respondents, including determining the desired 
sample size given the purpose of the survey. Subsequently, questionnaires need to be designed. While mea-
sures may vary across concepts, several general concerns apply across them. For instance, how can mea-
sures be designed so that public servants are willing to answer questions (thus avoiding item nonresponse)? 
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How can measures be designed that vary sufficiently, so that comparisons between organizations or groups 
of public servants on these measures become meaningful? And should survey measures inquire about the 
individual experience of public servants themselves or ask them about their perceptions of practices in the 
organization as a whole? 

Finally, governments need to decide how to interpret and report results. For instance, can responses from 
different groups—such as public servants in different countries, organizations inside a country, or demo-
graphic groups inside a country—be meaningfully compared? Or might concepts such as job engagement 
mean different things to different public servants (even when answering the same question), so benchmark-
ing is not valid? Once decisions about who to benchmark are made, how can results be reported effectively to 
enable action? For instance, how are survey results presented to decision-makers, and who receives results? 
How is capacity built to enable decision-makers to take action based on survey results, and how are they 
incentivized to do so? The chapters in part 4 provide novel evidence on each of these key questions.

Determining Survey Modes and Response Rates: Do Public Officials Respond 
Differently to Online and In-Person Surveys? 

Chapter 19, by Xu Han, Camille Parker, Daniel Rogger, and Christian Schuster, assesses the first method-
ological choice in the decision tree: which enumeration method or survey mode to choose. This matters 
because different survey modes may come with different response biases to questions and different overall 
response rates. In OECD governments, surveys of public servants are typically conducted online, though 
not exclusively so. All nine government surveys reviewed in chapter 18 are implemented online, although, 

FIGURE 2.4 Decision Tree for Surveys of Public Servants
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to enhance accessibility (for instance, for staff who have difficulty accessing or completing an online survey), 
Colombia, Switzerland, the United Kingdom, and a few agencies in Australia also offer their survey in a 
paper format, while New Zealand offers its survey through paper and telephone upon request. The advantage 
of a predominantly online approach to surveying public servants across governments is clear: it reduces costs 
and may reduce biases, such as those induced by respondents’ notions of socially desirable answers when 
faced with an in-person or phone interviewer.

Online surveys, however, also tend to have lower response rates than other survey modes, such as 
in-person surveys. For instance, the last US Federal Employee Viewpoint Survey had a response rate of 
44 percent. This raises a concern that the data resulting from an online survey are not a valid represen-
tation of the population—in the case of the United States, the entire federal public administration. In 
some instances, these concerns about the validity of online surveys of public servants become severe. In 
the United Kingdom, the validity and quality of the underlying data of the Civil Service People Survey 
was questioned in a parliamentary inquiry, in part motivated by low response rates in some government 
organizations (UK Parliament 2022).

To what extent are low response rates in online surveys a concern (thus putting a premium on survey 
modes with higher response rates, such as in-person surveys)? To find out, chapter 19 presents evidence 
from a randomized control trial that compares face-to-face and online survey responses from Romanian 
public servants. The face-to-face surveys had consistently high response rates across Romanian govern-
ment organizations, while the response rates for the online surveys varied across organizations, as is typical 
in other governments. The results suggest that these diverging survey modes do not substantially affect 
aggregate estimates at the national level. They do, however, affect the comparability of findings across 
organizations. Figure 2.5, reproduced from chapter 19, shows how big of a difference the mode of survey 
makes for indexes of survey topics. For some organizations, the impact of the survey mode is substantial. 

FIGURE 2.5 Average Difference between Survey Modes for Different Topics across 
Romanian Government Organizations
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Basic organizational and demographic characteristics explain little of the variation in these effects. In other 
words, survey weights are not effective in addressing these effects.

Governments that offer varying survey modes should thus be careful when comparing the scores of 
 organizations if some implement the survey primarily online while others implement it primarily based 
on pen and paper. Rankings of organizations in such instances do not appear to be valid. Nonetheless, 
 chapter 19 does not find evidence to suggest that the (lower-response) online survey mode biases 
 national-level  inferences from the survey of public servants in Romania. More research is required to 
 confirm the external validity of this finding in other countries.

In a second step, governments need to define survey populations and their sampling approach. Who 
the appropriate survey population is, of course, depends on the government’s measurement objectives. The 
global review in chapter 18 shows that the survey population generally consists of central government civil 
servants, albeit with variations in the extent to which public sector organizations and types of employee con-
tracts outside the (legally defined) civil service are also covered—for instance, in other branches of govern-
ment or frontline services. To cite just one example, for the United Kingdom’s government employee survey, 
all public servants from 101 agencies are eligible, excluding the Northern Ireland Civil Service, the National 
Health Service (NHS) (which conducts its own survey), and frontline officials (such as police officers and 
teachers) (UK Cabinet Office 2022). 

Who, then, should be sampled within this survey population? As chapter 18 shows, approaches to sam-
pling vary across governments, ranging from census to random, ad hoc, and stratified sampling. Australia, 
Canada, Ireland, New Zealand, and the United Kingdom adopt a census approach where all eligible public 
sector employees may participate in the survey. Switzerland and the United States use (stratified) random-
ized sampling approaches for most years but conduct a census every few years. Colombia’s public servant 
survey uses a mixed approach: for larger organizations, a stratified sampling approach is used, while for 
smaller organizations a census is taken to protect anonymity. The Republic of Korea adopts a sampling 
approach for all annual surveys. 

Determining Sample Sizes: How Many Public Officials Should Be Surveyed?

As noted in chapter 20, by Robert Lipinski, Daniel Rogger, Christian Schuster, and Annabelle Wittels, deter-
mining the appropriate sample of a public administration survey is often a trade-off between increasing the 
precision of survey estimates through greater sample sizes and the high costs of surveying a larger number 
of civil servants. Greater precision enables both more precise benchmarking (such as between organizations) 
and survey result reports at lower levels of hierarchy in an organization. Less precision reduces the staff time 
lost responding to the survey. 

How can this trade-off be resolved? Chapter 20 shows that, ultimately, survey administrators must 
decide on the sample size based on the type of inferences they want the survey to yield and the staff 
time they can claim for the survey. By employing Monte Carlo simulations on survey data from Chile, 
Guatemala, Romania, and the United States, chapter 20 shows that governmentwide averages can be 
reliably derived using sample sizes considerably smaller than those used by governments currently. On the 
other hand, detecting differences between demographic groups (such as gender and rank) and, in particu-
lar, ranking individual public administration organizations precisely requires larger sample sizes than are 
collected in many existing surveys. 

These results underscore, on the one hand, the importance of not overinterpreting the substantive 
significance of small differences between organizations in public servant survey results (or individual ranks 
of organizations in results). On the other hand, the results emphasize that governments should determine 
sample sizes based on the type of inferences and benchmarking exercises they wish to make with the data. 
Existing governmental surveys of public servants do not seem to be based on such a data-driven approach to 
sampling. Chapter 20 addresses this gap and offers an online sampling tool to enable such sampling. 

In a third step, surveys of public servants require the definition of a questionnaire. Part 4 sheds light on 
three cross-cutting dimensions of questionnaire design: How can measures be designed that vary sufficiently 

https://encuesta-col.shinyapps.io/sampling_tool/" online sampling tool to enable such sampling
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so that comparisons between organizations or groups of public servants become meaningful? How can mea-
sures be designed so that public servants are willing to answer? And should survey measures inquire about 
the individual experience of public servants or instead ask them about their perceptions of practices in the 
organization as a whole? 

Designing Survey Questionnaires: Which Survey Measures Vary and for Whom?

A first prerequisite for effective question design is variation: Survey measures should provide a sufficient 
degree of discriminating variation across respondents to be useful—or, in other words, sufficient variation 
to understand differences between key comparators, such as organizations or demographic groups. Without 
discriminating variation across organizations, demographic groups, or countries, survey measures cannot 
inform governments about strengths and areas for improvement. With this in mind, chapter 21, by Robert 
Lipinski, Daniel Rogger, Christian Schuster, and Annabelle Wittels, assesses variation in a set of typical 
indicators derived from data sets of public service surveys from 10 administrations in Africa, Asia, Europe, 
North America, and South America.

The results show that measures related to personal characteristics such as motivation do not vary as 
much as those relating to management practices such as leadership. When respondents are asked to assess 
practices of others, such as their superior or their organization, survey responses exhibit significant dis-
criminant variation across organizations and groups. By contrast, when respondents are asked to self-assess 
whether they possess desirable characteristics such as work motivation, survey responses across countries 
tend to be heavily skewed toward favorable answers, and variation is so compressed that meaningful differ-
ences between organizations or demographic groups are difficult to detect. Standard measures for desirable 
attitudes, such as motivation, may therefore need to be redesigned in surveys of public servants to better 
discriminate between values at the top end of indexes.

Designing Survey Questionnaires: To What Types of Survey Questions Do Public 
Servants Not Respond? 

Chapter 22, by Robert Lipinski, Daniel Rogger, and Christian Schuster, shows that surveys of public 
servants differ sharply in the extent to which respondents skip or refuse to respond to questions. 
So-called item nonresponse can affect the legitimacy and quality of public servant survey data. Survey 
results may be biased, for instance, if those least satisfied with their jobs are also most prone to skipping 
survey questions. Understanding why public servants respond to some survey questions but not others is 
thus important. 

The chapter offers a conceptual framework and empirical evidence to further this understanding. Drawing 
on other survey methodology research, the chapter theorizes that public servants are less likely to respond 
to questions that are too complex (because they are unable to answer them) or sensitive (because they are 
unwilling to respond). Coding the complexity and sensitivity of public servant survey questions in Guatemala, 
Romania, and the United States, chapter 22 finds one indicator of complexity to be the most robust predictor 
of item nonresponse across countries: respondents’ lack of familiarity with the information or topic examined 
by a survey question. By contrast, other indicators of complexity or sensitivity or machine-coded algorithms of 
textual complexity do not predict item nonresponse. The implication for survey design is clear: Avoid questions 
that require public servants to speculate about topics with which they are less familiar.

Designing Survey Questionnaires: Should Surveys Ask about Public Servants’ 
Perceptions of Their Organization or Their Individual Experience?

A third prerequisite for effective questionnaire design is valid measurement of organizational aggregates, 
such as which surveyed organization has the highest level of job satisfaction among its employees or 
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which organization has the highest quality of leadership practices of superiors. This raises the issue of 
whether respondents should be asked about their perceptions of organizational practice overall (so-called 
organizational referents) or whether questions should ask about the respondent’s own experience, such 
as the quality of their superior’s leadership practices or their own job satisfaction (so-called individual 
referents). In chapter 23, Kim Sass Mikkelsen and Camille Mercedes Parker examine this question using 
survey experiments with public servants in Guatemala and Romania. The survey experiments randomly 
assign public servants to respond to questions about a topic with phrasing using either an organizational 
referent or an individual referent. 

The chapter finds that, while there are no strong conceptual grounds to prefer either organizational or 
individual referents—both have advantages and disadvantages—the choice matters to responses and alters 
response means (such as the average job satisfaction of employees in an organization). Organizational ques-
tions are particularly useful when questions are very sensitive (such as on corruption) because respondents 
may skew their response more strongly toward a socially desirable response option when asked about their 
own individual experience rather than practices in the organization. Individual questions are particularly 
useful when the attitudes or practices being measured are rare in the organization. In such cases, many 
respondents may lack the information to accurately assess the prevalence of a practice in the organization, 
risking that they rely instead on unrepresentative information or stories, for instance, rather than actual 
organizational characteristics. In short, whether survey questions should ask about the individual’s own 
experience or the individual’s perception of organizational practice depends on the characteristics of the 
question and the organization it seeks to measure.

Interpreting Survey Findings: Can Survey Results Be Compared across Organizations 
and Countries?

Chapters 24 to 26 turn to the interpretation and reporting of survey results. In chapter 24, Robert Lipinski, 
Jan-Hinrik Meyer-Sahling, Kim Sass Mikkelsen, and Christian Schuster focus on interpretation and in par-
ticular the question of benchmarking: Can survey results be compared across organizations and countries? 
This matters because survey results can rarely be understood in a void. Rather, they require benchmarks 
and points of reference. If, for instance, 80 percent of public servants are satisfied with their jobs, should a 
manager interpret this as a high or low level? Historical comparisons provide a sense of dynamics over time, 
but not a sense of degree. The availability of similar statistics from comparator organizations in the public 
sector or other countries is a potentially valuable complement to a manager’s own results. However, such 
benchmarking requires that survey questions measure the same concept in the same way, making mean-
ingful comparisons possible. Even when questions are phrased in the exact same way, however, the validity 
of comparison is not obvious. For multiple reasons, including work environment, adaptive expectations, 
and cultural factors, different people might understand the same question in distinct ways and adjust their 
answers accordingly. This might make survey results incomparable not only across countries but also across 
different groups of public servants within a national public administration.

To assess this concern empirically, chapter 24 investigates to what extent the same survey questions 
measure the same concept similarly—that is, questions are measurement invariant—using questions 
related to “transformational leadership” and data from seven public service surveys from Europe, Latin 
America, and South Asia. The chapter finds support for so-called scalar invariance: the topic (in this 
case, means of transformational leadership) can be compared within countries across organizations and 
demographic groups (the chapter authors test for gender and educational levels). Across countries, the 
chapter finds tentative evidence for scalar invariance, and stronger evidence when countries are grouped 
by regions and income.

The findings—although tentative and requiring further confirmatory evidence from other settings—thus 
underscore the utility of global benchmarking of countries in surveys of public servants.3 As chapter 18 
explains, the Global Survey of Public Servants offers a tool to harmonize questions across governments. 
In conjunction with the freely accessible Global Survey Indicators dashboard, the Global Survey of Public 

https://www.globalsurveyofpublicservants.org/" Global Survey of Public Servants
https://public.tableau.com/app/profile/global.survey.of.public.servants/viz/GlobalSurveyofPublicServants_16357969958320/GlobalPublicServantIndicators" Global Survey Indicators
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Servants thus enables governments to understand strengths and areas for development of their public 
administration in global comparative terms. For example, the Global Survey provides comparative data on 
pay satisfaction from public administrations around the world. As can be seen from figure 2.6, this varies 
greatly across countries.

Once decisions are made about whom to benchmark against, consideration turns to how to report and 
disseminate survey results—that is, how to make the most of survey results. Chapters 25 and 26 provide two 
complementary perspectives on this challenge. 

Making the Most of Public Servant Survey Results: Lessons from Six Governments

Chapter 25—by Christian Schuster, Annabelle Wittels, Nathan Borgelt, Horacio Coral, Matt Kerlogue, 
Conall Mac Michael, Alejandro Ramos, Nicole Steele, and David Widlake—presents a self-assessment 
tool that lays out low-cost actions governments can take to support evidence-based reforms based on the 
insights from public servant surveys. The chapter applies this tool to governments of six countries (Australia, 
Canada, Colombia, Ireland, the United Kingdom, and the United States) to assess the comprehensiveness of 
their ecosystem to turn survey results into management improvements.

The self-assessment tool focuses on three main components of an ecosystem to turn survey results into 
management improvements: (1) information, (2) capacity, and (3) incentives to take action. For the first 
component (information), public servant survey results can improve public administration by providing 
tailored survey results to four main types of users: the government as a whole; individual public sector 
organizations; individual units or departments within a public sector organization; and the public, including 
public sector unions. Results reporting should identify key takeaways about the strengths and weaknesses of 
particular organizations and enable users to explore aggregate survey results in a customized manner, such 
as through dashboards. 

For the second component (capacity to take action), reporting of results can become more effective when 
it includes (automated) recommendations to users—such as managers of units or organizations—on how 
to best address survey findings, as well as action plans for users to develop their own actions. Where more 

FIGURE 2.6 Share of Public Servants Satisfied with Their Pay and/or Total Benefits, 
Various Countries
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resources are available, tailored technical assistance—or a human resources management (HRM) consul-
tancy, provided either by a central HR unit or an external provider—can further help managers turn survey 
findings into improvements. 

For the third component (incentives to take action), accountability mechanisms are key. For instance, 
governments can introduce central oversight of actions taken in response to survey findings by government 
organizations and units; can construct and publicize “best place to work” in government indexes to foster 
external oversight; or measure employee perceptions of the extent to which government organizations take 
action in response to survey findings. 

Applying this self-assessment framework to the six governments, chapter 25 finds that many govern-
ments could undertake a range of additional low-cost actions to enhance the benefits they derive from public 
servant surveys to improve public administration. 

Using Survey Findings for Public Action: The Experience of the 
US Federal Government

Chapter 26—by Camille Hoover, Robin Klevins, Rosemary Miller, Maria Raviele, Daniel Rogger, Robert 
Seidner, and Kimberly Wells—complements chapter 25 by delving into the experience of the United States, 
the country with the longest-standing governmentwide employee survey. The chapter emphasizes, first, 
the importance of considering action in response to survey results at the time the survey is being designed. 
In particular, questions should focus on topics that staff and senior leaders find most important to achieve 
their mission. Second, the chapter describes the critical architecture necessary in each public sector 
 organization to translate survey results into management improvements. This includes, for instance, a tech-
nical expert in the organization capable of interpreting survey data; a strong relationship between that expert 
and a senior manager in the organization who acts as a “change champion”; and the development of a culture 
for initiatives for improvements informed by the survey. 

The chapter also provides guidance on how to develop a culture of responsiveness to surveys of pub-
lic servants. It emphasizes the importance of leaders in an organization being transparent in sharing and 
discussing the survey results with their workforce, codeveloping action plans with staff, and coproducing 
improvements in response to survey results. 

Part 4 thus provides evidence-based good practice on a range of choices involved in designing, imple-
menting, interpreting, and reporting on surveys of public servants. This evidence can inform actions by 
governments seeking to improve their existing regular governmentwide employee surveys, as is the case in 
many OECD countries. It can enable governments that have yet to introduce surveys of public servants to 
leapfrog to best practice from the start. Such governments are encouraged to consult the range of toolkits on 
the Global Survey of Public Servants toolkit site.4 

PART 5: GOVERNMENT ANALYTICS USING EXTERNAL ASSESSMENTS

Part 5 turns to select data sources available to undertake government analytics through external assessments: 
that is, assessments conducted on or by those outside government (rather than data on public servants 
or administrative data collected by government organizations themselves). Chapters 27 through 30 pro-
vide guidance on four external data sources: household survey data, citizen survey data, service delivery 
indicators, and anthropological methods. These data sources illustrate the possibility of government ana-
lytics through external assessments but do not cover the full range of microdata for external assessments. 
Enterprise surveys of businesses, for instance, can provide insights on topics such as bribery or government 
regulation (World Bank 2023). With that caveat in mind, the part 5 chapters provide important insights 
about how to do government analytics using external assessments.
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Government Analytics Using Household Surveys

Chapter 27, by Faisal Ali Baig, Zahid Hasnain, Turkan Mukhtarova, and Daniel Rogger, describes how 
to use household survey data for government analytics. Such data are readily available in many coun-
tries. In particular, national statistical authorities frequently collect labor force (and related household) 
surveys that are broadly consistent across time and developed using globally standardized definitions 
and classification nomenclatures. Governments can leverage these data to gain insights into the public 
sector workforce that administrative data or public servant survey data do not provide. In particular, 
labor force survey data allow governments to explore and compare public and private sector labor 
markets (because labor surveys cover both populations), as well as labor markets in different regions of 
a country or over time. Map 2.2, reproduced from chapter 27, presents differences in labor market fea-
tures for Indonesia. The role of public sector employment in the formal sector varies from 15 percent to 
60 percent of paid employment, implying substantial economic vulnerability of some regions to changes 
in public employment practices and policies.

Chapter 27 shows how such comparisons provide a wealth of insights into the input side of the 
public administration production function. To cite just three examples: Labor force data analytics 
enable governments to understand gender pay and employment differences between the public and 
private sectors, and whether the public sector promotes gender equality in employment in both abso-
lute terms and relative to the private sector. The analytics help governments assess pay competitive-
ness, providing answers to whether the public sector pays competitive wages compared to the private 
sector to attract talent while not crowding out private sector jobs. Household and labor force survey 
data can also shed light on the skills composition of the public sector workforce with respect to the 
private sector and identify in what areas the government is competing most intensively for skills with 
private sector actors.

In short, such data can complement payroll, HRMIS data, and public servant survey data to provide a 
more complete diagnosis of public pay and employment. To facilitate access to these analytics, chapter 27 
also highlights the freely available Worldwide Bureaucracy Indicators (WWBI), a set of indicators based 
on labor force survey data from more than 200 countries compiled by the World Bank to assess public and 
private labor markets and their interaction across the world.

MAP 2.2 Subnational Patterns in Public Sector Employment, Indonesia, 2018
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Government Analytics Using Citizen Surveys: Lessons from the OECD Trust Survey

Chapter 28, by Monica Brezzi and Santiago González, examines government analytics using citizen 
surveys. These surveys can help governments shed light on certain outcomes in the public administration 
function. In particular, they can capture the outcomes of public governance as perceived and experienced 
by people, through nationally representative population samples. For instance, citizen surveys are used 
in many countries to measure satisfaction with widely used public services (such as tax administrations, 
schools, or hospitals).

As chapter 28 shows, they can also be used to understand broader government outcomes. In par-
ticular, the chapter illustrates the potential of such surveys for government analytics using the example 
of the OECD’s Survey on the Drivers of Trust in Public Institutions (OECD Trust Survey). The survey 
measures trust of citizens in government and captures their expectations of and experiences with public 
institutions around key drivers of trust. Measures of trust and its drivers include the competence of public 
 institutions—including access to public services and their quality and reliability—as well as the perceived 
values of public institutions, notably in terms of integrity, openness to involving citizens, and fairness in 
the treatment of citizens.

Chapter 28 showcases how governments have used evidence resulting from the survey to develop con-
crete actions to strengthen institutional trust. The chapter provides guidance for other governments wish-
ing to apply this international benchmark on measuring trust in public institutions, following the OECD 
Guidelines on Measuring Trust.

Government Analytics Using Measures of Service Delivery

In chapter 29, Kathryn Andrews, Galileu Kim, Halsey Rogers, Jigyasa Sharma, and Sergio Venegas Marin 
go beyond this book’s core focus on public administration to the frontline of service delivery and introduce 
measures of service delivery (MSDs). Currently, MSDs are focused on education and health. Mirroring this 
Handbook’s approach to conceptualize government analytics along the public administration production 
function from inputs to outcomes, MSDs provide objective measurements not only of service quality (such 
as absenteeism of medical doctors, and test results of students in school) but the entire process involved in 
delivering frontline public services (including input and process measures such as availability of medicine, 
and management practices in schools).

MSDs offer a granular view of the service delivery system, providing actionable insights on differ-
ent parts of the delivery chain, from the physical infrastructure to the knowledge of frontline providers. 
These can be usefully viewed as outputs and “outcomes” of the administrative environment embedded in 
government agencies under which these frontline providers fall. Measurement of these different factors 
of production allows practitioners to map out, conceptually, how each part of the production chain is 
faring, and where improvements can be made, at the individual provider level as well as part of the wider 
production function for government outlined in figure 2.1. MSDs also provide action-oriented visualiza-
tions of these indicators, enabling practitioners to design their service delivery policies in an intuitive and 
evidence-based approach.

Chapter 29 provides a road map to interested practitioners to produce MSDs, from design, imple-
mentation, and analysis to dissemination. The chapter emphasizes that developing service delivery 
indicators requires considering and defining relevant dimensions of quality in a public service, along 
with relevant inputs, with a premium on defining indicators according to policy objectives and resource 
constraints. Akin to the discussions in chapters 25 and 26, chapter 29 also underscores the importance 
of linking MSDs directly to stakeholders who have the ability to enact change in the delivery system. 
Many of the steps involved in the analytics of core public administration are thus mirrored in the ana-
lytics of service delivery.

https://doi.org/10.1787/9789264278219-en" OECD Guidelines on Measuring Trust
https://doi.org/10.1787/9789264278219-en" OECD Guidelines on Measuring Trust
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Government Analytics Using Anthropological Methods

Finally, chapter 30, by Colin Hoag, Josiah Heyman, Kristin Asdal, Hilde Reinertsen, and Matthew Hull, 
returns to chapter 4’s call for embedding qualitative studies in government analytics. It considers how gov-
ernment analytics can be undertaken through an anthropological approach, a powerful means of collecting 
qualitative data. Anthropologists are most commonly associated with immersive, ethnographic methods 
such as participatory observation. Chapter 30 applies that lens to studying public administration. As the 
chapter authors emphasize, “Anthropologists are motivated by an abiding concern with empirical rigor—a 
refusal to ignore any sort of data or to content oneself with a single view of such a multifarious thing as 
bureaucracy.” Doing so risks overlooking factors that shape organizations. 

Anthropological methods suggest that data collection should approach government analytics by engag-
ing with the staff who are involved at every level of the organization, from senior officers to low-level staff 
and contractors, and across different demographic groups; studying everyday documents; and watching 
how officials interact. By observing every part of what public officials do at work in a holistic way, from their 
interactions in corridors and meetings to the protocols they observe in their relationships, the analyst under-
takes the most holistic data collection strategy feasible. 

Such an approach requires analysts to develop relationships with a variety of types of people in an 
organization and have open-ended conversations about their work and unrelated issues to understand their 
values and perspectives. It also requires analysts to engage in participant observation to capture activities 
that may be so routine they go unnoticed by public officials and are not self-reported in surveys. Moreover, 
it requires analysts to collect the widest practical range and amount of qualitative and quantitative data, even 
if such data cannot be easily standardized. Finally, it requires analysts to study not only data but also the 
interactions and microscopic decisions that affect the gap between stated policy goals and the actual work 
being carried out by public officials—for instance, by studying what public officials say and do, including the 
rationales they draw on for their decisions. 

Chapter 30 thus emphasizes that government analytics can incorporate methods that provide insights 
into aspects of the public administration function that quantitative microdata cannot. It also brings the 
Handbook back to the first cross-cutting chapter (chapter 4), which emphasizes the importance of a holis-
tic and “balanced data suite.” Part of this “suite” is ensuring that problem analysis in public administration 
is holistic: that important parts of a problem are not neglected due to the absence of quantitative data and 
measurement. This, in turn, puts a premium on utilizing qualitative and anthropological methods to comple-
ment insights gleaned from microdata.

Holistic analytics benefit not only from triangulating different quantitative and qualitative methods, but 
also from triangulating and integrating the analytics of different components of the public administration 
production function. The chapter concludes with a challenge: How can the different approaches and data 
sources in the government analytics toolbox be integrated effectively to diagnose major challenges in public 
administration holistically? 

CONCLUSION: TOWARD A HOLISTIC ANALYTICS OF CORE CHALLENGES IN 
THE MACHINERY OF GOVERNMENT

How can practitioners take the distinct data sources detailed in the Handbook to the frontier? Frontier 
government analytics would integrate the analytics of the data sources described across the Handbook into 
standard government practice. It would generate them at a scale sufficient to inform the decision-making 
of individual managers. And it would make them easily accessible to those managers across government 
organizations and departments. For instance, dashboards integrating data sources and updating in real time 
would provide managers with comparisons for their staffing issues, process quality, the perceived quality of 
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management practices, and so on. They could keep tabs on outputs and outcomes, from task completion and 
case productivity to external assessments from citizens. Comparative data would allow them to benchmark 
themselves against other government organizations, or where appropriate, other countries. Managers would 
be capable of understanding the limitations and strengths of different analytics. The result would be a trans-
formational change toward leveraging data to strengthen public administration.

Where should the journey toward this frontier begin? As a first step, the government analytics of the 
individual data sources explored in detail in various chapters can provide important insights into different 
components of the public administration production function. Once governments have analytical tools for 
several components in place (such as payroll diagnostics, and surveys of public servants), the possibilities for 
government analytics further expand. The integration of multiple government analytics data sources enables 
governments to diagnose and address major government challenges holistically (chapter 9). In some cases, 
such as customs (chapter 14), such integration is a vital part of measuring attainment of the organization’s 
mission. In others, the insights that can be gleaned go beyond those available from individual data sources 
and thus enable a holistic perspective on public administration.

To illustrate, consider how the integration of government analytics data sources described in this Handbook 
can shed light on key challenges in public administration: corruption and personnel management. 

Corruption is a multidimensional phenomenon, affecting public administration across its production 
function. As chapter 8 discusses, corruption can first be detected with input data. For example, payroll data 
can be drawn on to detect ghost workers. HRMIS data can be drawn on to detect instances of nepotism 
in recruitment, such as when family members with similar last names are hired. Procurement data can be 
drawn on to detect procurement fraud and collusion risks (such as when organizations grant contracts 
without competitive bidding). Expenditure data can be drawn on to detect off-budget spending at risk of 
embezzlement.

Second, corruption can be detected in the processes and practices that convert inputs into outputs and 
generate norms and behaviors in public administration. For instance, surveys of public servants can mea-
sure unethical leadership by superiors (such as pressures on subordinates to collude in corruption), as well 
as the ethical norms and integrity of public servants themselves (such as their perceptions of corruption of 
colleagues).

Third, corruption can be detected in output and outcome data (such as in tax audit case data, or 
through surveys of citizens querying them about bribery requests from public officials). Understanding at 
a granular level where corruption occurs—in a specific public administration production function, or in a 
particular department or organization—enables governments to identify comprehensive but tailored and 
 evidence-based solutions to curb corruption.

Consider, as a second example, civil service management—and how the integration of analytics across 
the public administration production function can aid better personnel management in government. As 
chapters 9 and 10 emphasize, data analytics of payroll and HRMIS systems can diagnose personnel as an 
input into the production function. To cite two examples: pay equity can be assessed across groups (such 
as by gender) and institutions; and retention challenges can be pinpointed by comparing turnover rates for 
public servants at different ranks or in different regions of the country. Such data can be complemented by 
labor force and household survey data (chapter 27)—for instance, to understand whether public sector pay is 
competitive relative to the private sector, or whether the workforce allocation across the territory is appro-
priate given the respective number of service users. Other input data, such as on budgets, can help under-
stand whether productivity problems might arise from the lack of complementary inputs to personnel in the 
production function. 

Data on processes and practices can then shed light on whether government is effectively converting 
 personnel inputs into outputs and outcomes. Surveys of public servants, as explored in part 4, can measure 
the experience of public servants with management practices, as well as the culture, attitudes, and behav-
iors in public administration that mediate the conversion of inputs into outputs. For instance, is leadership 
by line managers effective? Are public servants motivated to work hard? Anthropological and qualitative 
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methods, as discussed in chapter 30, can enrich and contextualize survey responses through participant 
observation and detailed case study work. As chapter 13 shows, government analytics can also assess pro-
cesses converting inputs into outputs through administrative data—for instance, to assess whether institu-
tions follow due procedure when evaluating the performance of public servants. 

Last, data on outputs and outcomes can help diagnose and improve personnel management. For 
instance, as chapter 17 explains, data on task completion can help understand where in government 
public servants are effectively completing tasks and where they are not. For public sector organizations 
that complete cases, administrative case data, as explored in chapters 14 and 15, can help understand 
differences in the productivity of public servants more broadly, while surveys of citizens can help 
understand differential citizen satisfaction and trust with public services across institutions and regions 
in a country.

Strengthening Public Sector Management through Government Analytics

At the center of government are the public officials who navigate the strategic and daily decisions that 
determine public policy and the effectiveness of public administration. The information public managers 
have, and the extent to which they use it for running public organizations, drives the efficacy of government. 
An effective system of government analytics empowers officials to manage government based on evidence of 
the administration’s current realities.

Empowering public officials with government analytics can transform the basis for personnel 
 management—and public administration more generally. It enables government decision-makers to com-
plement their tacit and practical knowledge about public administration with evidence-based and data- 
informed insights to improve how the machinery of government is run.

Almost all officials manage, organize, or process in ways that could usefully be analyzed as an input 
to strengthening government functioning. Thus, communicating analytical insights to government 
officials at the time that they are making a decision, as discussed in chapters 25 and 26, is a critical 
link in making analytics effective. One approach is to support decision-making through a human 
resources management dashboard that brings together the distinct data sources a government has avail-
able to visualize and benchmark the strengths and areas for improvement in personnel management 
to  decision-makers in each government institution. By implementing any of the approaches in this 
Handbook, government or its stakeholders are building a platform for managers and decision-makers to 
do more with the public sector’s finite resources.

Even with 30 chapters, this book does not cover all potential data sources and approaches to govern-
ment analytics. There will always be new analytical opportunities on the horizon. Chapter 3 discusses how 
government can continuously prepare for a transition to new analytical approaches. Above all, building 
the culture that binds public administrators and public administration together requires a commitment 
from senior management and individual officials to use evidence about their own administration in their 
decision-making. We invite all public servants and related stakeholders to capitalize on the insights sum-
marized in this chapter and this Handbook and push forward the quality of management of their admin-
istration. The quality of government around the world will be shaped by how its decision-makers leverage 
data to strengthen their administration.
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ANNEX 2A MAPPING GOVERNMENT ANALYTICS DATA SOURCES TO 
CHAPTERS IN THE HANDBOOK

TABLE 2A.1 Mapping Government Analytics Data Sources to Chapters 10–30

Data source Chap . Examples of uses of analytics Examples of indicators

Part 3. Administrative data

Payroll and HRMIS 10  ● Examine fiscal planning and sustain-
ability of the wage bill .

 ● Allocate the workforce across gov-
ernment departments and territories .

 ● Set pay . 

 ● Wage bill by sector and years .
 ● Distribution of civil servants by rank .
 ● Turnover of civil servants .
 ● Pay inequity between ministries .
 ● Retirement projections .

Expenditure 11  ● Assess efficiency, equity, and effec-
tiveness of government spending .

 ● Assess whether government spend-
ing corresponds to budget priorities .

 ● Identify large transactions with high 
fiduciary risk .

 ● Budget execution rates .
 ● Share of government expenditures covered 
by the FMIS .

 ● Share of total expenditures by transaction 
value .

 ● Overdue accounts payable 
(payment arrears) .

Procurement 12  ● Monitor procurement markets and 
trends .

 ● Improve procurement and contract-
ing (for instance, by identifying goods 
organizations overpay for, or organi-
zations with high corruption risks in 
procurement) .

 ● Assess effects of distinct procure-
ment strategies or reforms .

 ● Time needed for contracting .
 ● Number of bidders .
 ● Share of contracts with single bidder .
 ● Final price paid for a good or service .
 ● Share of contracts with time overruns .
 ● Share of bidders that are small and medium 
enterprises .

Administrative 
processes

13  ● Assess the speed and quality of 
administrative back-office  processes 
and process implementation 
(for instance, for project planning, 
budget monitoring, or performance 
appraisals) .

 ● Adherence of administrator’s process work 
to accepted government procedure .

 ● Timeliness of administrator’s process work 
with respect to deadlines .

Customs 14  ● Assess customs revenue collection .
 ● Assess trade facilitation (flow
 ● of goods) through customs across 
borders .

 ● Assess whether customs safeguards 
safety of goods and protects people 
(for instance, prevents dangerous 
goods from crossing) .

 ● Time delays in customs clearances .
 ● Cost of customs process .
 ● Total customs revenue collected .
 ● Number of goods in infraction seized in 
customs .

Case data 15  ● Assess productivity of organizations 
and individuals processing cases 
(such as tax claims) .

 ● Assess the quality of case processing .
 ● Identify “best performing” offices 
and transfer best practices to other 
offices .

 ● Total number of cases completed .
 ● Average time to complete one case .
 ● Error rate in completing cases .
 ● Timeliness of case completion .
 ● Share of cases with complaints .

(continues on next page)
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TABLE 2A.1 Mapping Government Analytics Data Sources to Chapters 10–30 
(continued)

Data source Chap . Examples of uses of analytics Examples of indicators

Text-as-data 
(machine learning)

16  ● Analyze “big data” and convert 
unstructured text from government 
records into data for analytics .

 ● Examples of big data include payroll 
disbursements to civil servants or tax 
filings by citizens and firms .

 ● Examples of text data include court 
rulings, procurement tenders, or 
policy documents .

 ● Risk score for a procurement tender or 
payroll disbursement based on a predictive 
algorithm .

 ● Bias score in court ruling, based on  textual 
analysis of wording in the document 
 (sexist or racial-profiling terms) .

Task and project 
completion data

17  ● Examine the frequency of completion 
of tasks on schedule (such as deliv-
ery of training program, preparation 
of budget) .

 ● Understand quality of administrative 
task completion .

 ● Understand drivers of differences in 
task completion across government 
units .

 ● Number of tasks completed .
 ● Share of tasks completed on time .
 ● Share of unfinished tasks .
 ● Share of tasks completed as planned .

Part 4. Surveys of public servants

Civil service 
survey data

18–26  ● Assess the quality of management 
practices (such as performance man-
agement, recruitment) .

 ● Assess norms, attitudes, and cultures 
in public administration (such as work 
motivation) .

 ● Share of public servants hired through merit 
examinations .

 ● Share public servants wishing to leave the 
public sector in the next year .

 ● Share of public servants favorably evaluating 
the leadership practices of their superior .

Part 5. External assessments

Household survey 
data

27  ● Assess wage differences between 
the public and the private sector .

 ● Identify regions with lower public 
sector wage premiums .

 ● Assess gender representation in the 
public sector .

 ● Average public sector wage premium .
 ● Share of women in public employment .
 ● Share of public employment in total 
 employment .

Citizen survey 
data

28  ● Assess satisfaction of citizens with 
public services .

 ● Assess trust of citizens in 
 government institutions .

 ● Assess interactions of citizens with 
public administration (such as bribery 
requests) .

 ● Share of citizens satisfied with health 
 services .

 ● Share of citizens trusting the civil service .
 ● Share of citizens asked for a bribe by a 
government official in the last year .

Service delivery 
indicators

29  ● Assess the quality of education and 
health service delivery .

 ● Assess facility-level characteristics 
(such as teacher presence) .

 ● Share of days during which teachers are not 
present in school .

 ● Availability of resources in hospital to treat 
patients .

Anthropological 
analytics

30  ● Observe everyday practices in public 
administration, to capture routine but 
unnoticed parts of administration .

 ● Observe social engagement to 
understand formal and informal 
rules, relationships, and interactions 
between public servants .

 ● Holistic participant observation of everyday 
life inside particular public administrations .

 ● Understand how public servants interpret 
broader policy goals .

Source: Original table for this publication .
Note: FMIS = financial management information system; HRMIS = human resources management information system .
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NOTES

1. In contrast to the relatively coherent consensus of functions of private sector production (Mas-Colell, Whinston, and Green 
1995), no consensus has formed around an integrated model of a production function for public administration. This is due 
in part to the limited use of microlevel data on the workings of different components of public administration—the very 
gap that motivated this Handbook. 

2. Whether inputs effectively convert into outputs is also moderated by exogenous factors, such as the political environment. 
This Handbook does not discuss the analysis of microdata to assess these exogenous factors. Instead, readers are encour-
aged to consult the many existing excellent resources to understand the exogenous and political environment of public 
administrations (see, for example, Moore 1995). 

3. Read in conjunction with other research cited in chapter 24, this conclusion holds particularly for questions that are more 
factual and less culturally specific. For instance, questions on specific management practices (such as around the presence 
of certain performance evaluation practices) can be more plausibly benchmarked across countries without measurement 
invariance concerns than attitudinal questions (such as on how engaged employees are).

4. The Global Survey of Public Servants was cofounded by the two editors of this Handbook, along with a range of practi-
tioners and academic colleagues. The toolkits on the website build upon and incorporate much of the evidence reviewed in 
this Handbook. See https://www.globalsurveyofpublicservants.org.
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CHAPTER 3

Government Analytics of 
the Future
Daniel Rogger and Christian Schuster

SUMMARY

The investments governments make in measurement today will determine what they know tomorrow . Building an 
analytics system in government has long-term benefits for our ability to manage scarce public resources and detect 
unforeseen risks . This chapter provides guidance on what public organizations can do today to become more 
analytical tomorrow . Government institutions themselves require reshaping: by enhancing structures for planning; 
by equipping public sector managers with a greater ability to consume and interpret analytics; and by developing 
new architecture for analytical units . Assisting each public sector organization to develop its own analytics 
agenda induces cultural change and targets the analytics to the requirements of its specific mission . Rewarding 
experimentation with novel data sources improves government’s capacity to innovate more generally . Each of these 
changes helps chart a course to the government analytics of the future .

ANALYTICS IN PRACTICE

The guidance that follows aims to facilitate the transition process to build an environment for analytical 
insights across government: 

1. Continuously plan to capitalize on the opportunities afforded by innovations in measurement and 
analysis of government functioning.

2. Develop units of government analytics at the center of government and within each major organizational 
unit, and embed them in a community of practice. Centralized units enable economies of scale in both 
the implementation of analytics and the breadth of comparable data created, as well as network econo-
mies from users investing in a common data architecture. Units within organizations can complement 
central analytics by helping interpret analytics for their organization, and adapting analytics tools to 
particular organizational needs.
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3. Build a public sector management cadre able to undertake and interact with frontier measurement and 
government analytics. Technological advances in measurement and analysis reinforce the importance of 
capable public sector managers. A cadre of public managers literate in government analytics is aware of 
the boundaries and assumptions of government measurement and analysis and adept in using analytical 
results to complement a broader understanding of public service.

4. Pursue a centralized analytical agenda that harmonizes common variables and conducts joint analysis 
of them, with specific agencies supporting this “public good.” The lack of objective benchmarks in many 
areas of government work puts a premium on harmonization and benchmarking through common 
variables across organizations. Similarly, governments should invest in measures that allow international 
comparisons.

5. Incentivize experimentation and an innovation culture in analytics through institutions that take 
responsibility for failures. Cultural shifts that reward smart experimentation irrespective of the outcome 
often come from the explicit support of senior leadership and political actors who endorse the process 
of innovation—and corresponding success and failure. To reinforce that cultural shift, actors across 
 government—from senior managers through unit supervisors to individual employees—should define 
analytics agendas for their areas of responsibility.

A GOVERNMENT COMMITMENT TO CONTINUOUSLY SEEK INNOVATION

The choices governments make today on what aspects of their machinery to measure and how to do so 
will determine what governments know tomorrow. Reviewing the analytical status quo, and planning 
for its future, should be an integral part of organizational and governmentwide strategies. This chapter 
provides guidance on how to build a government analytics of the future based on lessons in the chapters of 
The Government Analytics Handbook. Its starting point is recognition that measurement challenges are a 
defining feature of the public sector.

Outcomes of government intervention in many areas of the economy and society are often hard to 
observe. Inside government, measurement challenges pervade public management, with managers engag-
ing their staff in tasks that cannot be fully defined in a manual or contract and that can change rapidly in 
response to a societal or political shock. Management in government is thus anchored in ambiguity and 
uncertainty, rather than measurement and measurability. This is the environment that public sector manag-
ers must make their decisions in every day.

This has always been true. Early governments grappled with measuring the scale of the economy and its 
taxable component. As governments have scaled up their activities to take on an increasing role in society, 
they have had to measure an increasingly broad range of activities. As the complexity of society grows, so 
does the complexity of the organizations government must build to manage its interactions with society, and 
the corresponding measurement tasks. Conversely, given the centrality of the government budget process, 
public sector managers have had to collapse much of their measurement and activity back to cash terms that 
can be put into a centralized budget. Thus, public officials have always faced the tension between the incom-
pleteness of what they know and the practical requirement to make policy decisions.

Take the case of regulation. The performance of public sector regulators will be judged by regula-
tors’ capacity to understand and make effective decisions about the sectors that they regulate. As society’s 
economic environment becomes more complex, it naturally yields more complex issues for regulators to 
comprehend. In response, governments may hire more specialized public sector professionals to under-
take required analysis of the complexity—which in turn increases the complexity of the public sector itself. 
Government must then determine the performance of those professionals, how they should be managed, 
and what might increase their capacity to undertake their job now and in the future.
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Thus, in the future, government will struggle with measurement issues, just as its predecessors have. 
But there is a qualitative difference: in terms of both its understanding of the world it must govern, and in 
comprehending its own structures, capabilities, and challenges, the future of government will be far more 
complex as the world grows more complex. 

Fortunately, however, future efforts will also benefit from technical advances in three aspects that facili-
tate the measurement and management of government, as discussed in chapters 1 and 2. The first is the dig-
itization of many government services, activities, and records. The second is improvements in the analytical 
technology for understanding government functioning. The third is the increasing redesign of government 
as an analytical organization. An organization that is not designed for the collection and use of analysis 
about its functioning will simply not be able to use evidence, however rich. Such a redesign is multifaceted, 
starting with increased recognition of the need for more and better analytics, continuing through building 
the mindset and skills of public officials to support an analytical approach, and gaining momentum by set-
ting up institutions that can undertake analytics and embed it in public administration. 

In other words, the future of government is characterized by tension. On the one hand, governments can 
capitalize on the opportunities that innovations in digitization and analytics afford. On the other hand, they 
face increasing complexity in both society and in the organization of government. Managing the interplay 
between these two forces will be a central challenge. Government must build its capacity to engage with 
greater complexity in the world and within its own architecture. 

How can this be done? This chapter provides answers. It begins by describing the institutional archi-
tecture that has been shown in the cases covered by the Handbook to strengthen government analytics. 
It continues by outlining what an effective agenda might look like to capitalize on the analytics that are 
available today and what may be available in the future. It concludes with a discussion of how a government’s 
analytical architecture and analytical agenda might prepare for novel data sources that are not yet part of 
the administration’s strategy but could be a useful addition in the future. These transformations require 
an informed conversation throughout the public service that drives the requisite cultural change. This 
 Handbook aims to improve that conversation.

BUILD A GOVERNMENT OF THE FUTURE

A Vision of the Future

Like any forward-planning activity in the public sector, government should continuously plan to capitalize 
on the opportunities afforded by innovations in measurement and analysis of government functioning. 
Given the speed at which analytics is evolving, this should be a constant task. Each new innovation in the 
measurement of government functioning is a new opportunity for improved public sector performance.

The future of government analytics thus begins with an approach by government to continuously 
support innovation. This should become a strategic goal of politicians in their political agendas; of senior 
management of the public service in their guidelines for public service action, formulation of appraisals, and 
circulars to staff; and of middle management in their prioritization of analytical activities and use of corre-
sponding results in their decision-making. Implementing these commitments in planning documents and 
work plans presents stakeholders with a credible signal of cultural change. These efforts are catalyzed by the 
formation of coalitions of political and technical officials interested in developing or innovating the analyt-
ics agenda. Chapter 26 describes how such coalitions around the Federal Employee Viewpoint Survey have 
substantively improved the US federal government.

Planning that includes a review of analytical opportunities should capitalize on the best evidence avail-
able in public decision-making. For example, in workforce planning, basic analytics would regularly monitor 
the likely shortfalls in staffing as current employees leave or retire. A higher level of analytics would aim to 
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predict what new roles might be necessary and which might become redundant. An even higher level would 
assess trends in the productivity of distinct roles, enabling adjustments to be made for shifting burdens of 
work. Attaining each of these levels entails strategic choices in bringing empirical evidence to the manage-
ment of the public service. It also requires resources to be allocated for analytical purposes, and necessitates 
technical staff to work closely with senior managers to articulate the implications for personnel manage-
ment. Chapter 10, for instance, zeroes in on how investments in the use of personnel management data have 
allowed future wage costs to be predicted. The chapter describes a ladder of quality of data, with each higher 
layer enabling an increase in the depth of analytical insights. The analytics provided a platform for the corre-
sponding governments to head off fiscal shortfalls and avert a major wage bill crisis. But it was the strategic 
choices key decision-makers made to request the analysis and proactively respond to the results that were the 
key to success.

Public service cultures often guard against rapid innovation and technological change. To enable cultural 
change, a multitude of approaches can be taken. For instance, to signal high-level support, senior man-
agement can convey a vision of a government managed based on evidence. Senior managers and middle 
managers can celebrate the implementation of analytical approaches. Publicizing and explaining how 
government functioning in a specific agency has improved can help shift service norms toward acceptance. 
Hiring employees trained in data analytics and upskilling existing employees in data analytics can increase 
the interest in adopting innovations in analytics, and reduce the cost of making those changes. Evidence of 
how quickly public service culture can accept—and come to expect—novel measurement of administrative 
functioning can be seen in the rapid adoption of surveys of public servants in many countries in recent years, 
documented in chapter 18. 

Creating or Expanding Management Capabilities

As the task of integrating precision analytics with less measurable aspects of government work becomes 
more sophisticated, the need will grow for decision-makers capable of interpreting and integrating analytical 
insights with tacit managerial knowledge. For example, in the case of machine learning (ML), chapter 16 
notes that “continuous collaboration between the ML implementation team and policy colleagues who will 
use its insights ensures that applications are adapted to and stay relevant to public administration’s needs.”

Ethical considerations are also paramount. For instance, chapter 16 emphasizes the important role public 
managers must play in assessing the ethics of machine-learning approaches in specific cases. Balancing the 
need for innovation to collect and analyze more and better data and safeguarding the public good will always 
be a fundamental aspect of public managers’ application and oversight of analytics. This is particularly true 
when data concern government itself because managers and organizations are the ultimate safeguards of 
their employees’ rights. Yet, as chapter 6 notes, “there is a dearth of discussion and practical guides on the 
ethics of data collection by government on its own employees.” The chapter provides a framework for public 
sector managers to judge the ethical use of government analytics in particular cases.

Another important foundation is to build what chapter 4 calls a balanced data suite to inform 
 decision-making. As the chapter warns, “an overreliance on quantitative data comes with its own risks, of 
which public sector managers should be keenly aware.” While embracing a role for qualitative data, espe-
cially for those aspects that require in-depth, context-specific knowledge, analytics should focus quantitative 
measures of success on those aspects that are close to the problem. Analytics also needs to protect space for 
judgment, discretion, and deliberation in those (many) decision-making domains that inherently cannot 
be quantified. One way to attain a balanced suite is through the use of external assessments, as discussed in 
part 5, such as anthropological methods (chapter 30). To attain balance in the data suite, public managers 
need to identify and manage the organizational capacity and power relations that shape data management.

Managers of the public service also need to be able to have an informed discussion about when measure-
ment is of the right nature and accuracy to make a particular claim. For example, chapter 20 shows that pub-
lic servant surveys frequently do not have a sufficiently large sample to make valid comparisons across orga-
nizations about employee attitudes. An informed public official could therefore disregard such comparisons 
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when there is not a statistical basis to make them. The more profound the understanding of public sector 
decision-makers as to how measurement should be undertaken and how related analysis should optimally be 
mapped into decisions, the more useful government analytics will be.

All this implies that along with a commitment to analytical work, building a government of the future 
requires building a public sector management cadre capable of directing and interacting with frontier 
measurement and government analytics. This cadre should be aware of the boundaries and assumptions of 
that measurement and analysis and be capable of using analytical results in the context of their broader tacit 
understanding of the public service. Such managers should also be continuously aware of what the frontier 
of good practice looks like in undertaking analytical work. As chapter 5 shows, the range of freely available 
resources to support achieving this awareness is expanding rapidly.

Managers in individual organizations need to link to a community of practice, where they can combine 
learning from their own organization—and from their specific set of tasks—with learning from others. 
Embedding public managers in a community of practice for government analytics across the relevant admin-
istration, or across government, bolsters opportunities for learning and motivating officials, rather than leav-
ing them as independent analysts who could be subsumed within the wider institutional environment. The 
network effects that arise from such a community underlie the rationale for central offices of government 
analytics. To encourage network effects, for instance, the US federal government holds workshops to build 
communities and connect with staff (see chapters 9 and 26).

Analytics Architectures

Centralized units of analytics enable economies of scale in both the implementation of analytics and the 
breadth of comparable data created, as well as facilitating network economies from users investing in a 
common data architecture. For example, by mainstreaming public servant surveys into an integrated data 
system, a single entity can brand, market, and implement the survey (chapter 25); the statistical rigor of 
question design and analysis can be improved (chapters 19 through 23);  and all agencies and units can 
compare their results to similar entities across the service (chapter 24). As more agencies use the survey for 
personnel management, the cultural norms around acceptability of the usefulness of the survey results shift 
and favor adoption (chapter 26).

Such benefits might be realized by mainstreaming government analytics into Integrated National Data 
Systems, typically managed by national statistical agencies. Locating analytics teams in statistical authori-
ties may improve the statistical rigor and country ownership of the corresponding analysis. Such agencies 
provide a solid foundation for achieving scale and sustainability in the collection of data on public service. 
They also offer a platform for integrating data on government functioning with broader data on the targets of 
government action, such as the Sustainable Development Goals.

However, locating analytics teams in national statistical agencies outside of management agencies 
risks isolating analytics teams from decision-makers. In particular, these teams may not be responsive to 
the requirements of specific managers. To address that issue, the UK Cabinet Office and the US Office of 
Personnel Management have created centralized units of government analytics and located them in central 
management authorities rather than statistical agencies. Centralized delivery approaches have typically 
housed analytics teams within the heart of government, either in the presidency/prime minister’s cabinet 
office or in a ministry of finance or public administration. The evidence leans toward developing units 
of government analytics at the center of government and within each major organizational unit, though 
whether this holds in a given government depends on its institutional context.

There may be ways to share analytical responsibilities across national statistical authorities and 
implementing agencies, but at this nascent stage in government analytics, few examples of such relation-
ships exist. One example is Colombia’s National Statistical Office (DANE), which conducts the country’s 
 governmentwide employee survey (chapter 18). Statistical agencies can also use existing data, such as 
household surveys, to provide insights into the functioning of public administration (see chapters 27 and 
28). Chapter 29 provides examples of how some sectors and associated line ministries can use service 
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delivery assessments as diagnostic tools, particularly when combined with other forms of data on public 
administration, as discussed in chapter 8. 

Having distinct analytics teams spread across a public service carries its own risk: fragmentation in ana-
lytical approaches, limiting comparability. Such a risk can be mitigated by building servicewide management 
information systems (MIS) to harmonize and aggregate measurements across government, and by embed-
ding local analytics teams in governmentwide communities of practice. As the case studies in chapter 9 
focusing on human resources management information systems (HRMIS) show, integrating different data 
sources can enhance analytical impacts. Chapter 9 describes the stages in developing harmonized manage-
ment information systems focused on public administration, and outlines key decision points and trade-
offs involved in building public sector data architectures. It warns against constraints in existing legislative 
institutional environments impeding experimentation with integrating data sources. Such experimentation 
enables the costs and benefits of integration to be clearly identified, providing important inputs into any 
scale-up decision. Introducing legislation to allow for small-scale experimentation in measurement and data 
integration can generate precise inputs and demonstration effects to inform discussions about how to push 
forward a government’s analytical agenda.

Even within existing legislative and institutional constraints, a range of actions can be taken to 
strengthen analytical integration. A basic activity is the recording of common metadata for all data and 
existing integration in a centralized repository. This can promote clear communication across government 
and facilitate public scrutiny. Another action is to monitor what analytics are being used and by whom (see 
chapter 7). By taking this step, analysts can turn the lens on themselves, and assess how well the architecture 
of analytics they have developed is holding up, and whether analytics are being used purposefully rather 
than abused.

BUILD AN ANALYTICS AGENDA OF THE FUTURE

Develop Analytical Agendas Everywhere

Every institution comes with its own staff, tasks, and culture. Thus, the specific analytical requirements of 
any unit, organization, or public service will vary over a particular task, space, and time. At the same time, 
for each activity and employee, the questions of what success looks like and how to measure it remain 
relevant. As such, an agenda for government analytics can be defined at a very granular “micro” level. Every 
member of the public service can apply an analytical lens of measurement and analysis to their activities, and 
as such can define an analytical agenda for themselves.

Yet what success looks like and how it can be measured are not central concerns in many government 
agencies. A first step in resolving this is for actors across government—from senior managers, through unit 
supervisors, to individual employees—to articulate their commitment to using government analytics where 
beneficial in their work and to define associated analytics agendas for their areas of responsibility. To insti-
tutionalize this approach, performance appraisals could include a compulsory component on the curation 
of an analytics agenda for an official’s areas of responsibility. Organizations could be required to publish an 
annual update on their analytical agenda. And government could have a central strategy for adopting or 
expanding government analytics (chapter 26).

None of the discussions in the Handbook, or in this chapter, insist that everything in government that 
can be measured should be measured. Measurement and analysis are costly, and have opportunity costs. Part 
of an analytics agenda should be to identify an optimal level of analytical investment. Such a level will be 
iterative, to be updated by the results from previous rounds of analytical investments. 

The investment in analytics has potentially high returns. Chapters 12 and 15 show how administrative 
case data can be used to identify public agencies or individuals who overpay to procure goods for govern-
ment or take considerably longer than their peers to complete tasks, for instance. Supporting these agencies 
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or individuals to harmonize their practices with those closer to the average can yield substantial cost savings. 
Although not all analytics will yield such a return on investment, searching for and prioritizing those that do 
is a shrewd financial investment. In this vein, evidence from the private sector suggests that data analytics 
can drive organizational productivity and profitability.

Although the discussion in the Handbook has been framed in terms of central government, much of what 
is discussed applies to any public administrative environment, including subnational public administrations. 
Subnational entities face some distinct management challenges, such as the management of jurisdictional 
boundaries. However, subnational analysis can capitalize on the fact that many subnational entities within 
a country have comparable units with the same functions that can vary considerably in performance and 
quality. Coordination of analytical agendas across subnational entities has analogous benefits to the central-
ized analytical units discussed. Institutions that can help coordinate government analytics across subnational 
entities as part of a community of practice will capitalize on those benefits.

A strength of anchoring analytics agendas in the public administration is that they have a greater chance 
of continuing beyond any single government administration. By making an analytics agenda a basic part of 
the administration of government, it can take a longer-term perspective than political agendas can (see chap-
ter 18). This is important because the credibility of measurement and its use for strengthening public service 
matters for the quality of that measurement. If public servants do not believe that survey results will be used 
for action and as a management tool, response rates fade, for instance (chapter 26). By clearly signaling 
that analytics will only be molded but not undermined by political actors, it is likely to be of higher quality. 
Analytics can build credibility over time, and with stability gain a degree of familiarity.

Similarly, by embedding analytical agendas in public administration, many political leaders are more 
likely to accept the preexisting analytical architecture as a foundation for their own efforts to strengthen the 
administration. This may shift political actors toward evidence-based management of the public service.

Build Comparable Measurement

Many elements of government functioning can be usefully measured across sectors and organizational units. 
For instance, many features of budget, payroll, human resources management, and process quality have 
commonalities across all of government (chapters 10 to 13). Thus, centralized analytical agendas should 
push for the harmonization and joint analysis of these features, and agencies should be open to supporting 
these public goods. Other measures—such as those related to budget utilization and task completion—are 
more challenging to compare across tasks, but are central to organizational decision-making in areas such 
as budget allocations (chapter 17). Thus, making explicit the assumptions of such comparisons, and then 
refining them, is better than skewing measurement toward the most measurable and comparable areas.

Similarly, individual governments should invest in measures that allow international comparisons, such 
as internationally standardized modules in public servant surveys. Within suitable comparison groups, such 
harmonization does not substitute for, but powerfully complements, internal measurement. Concerns regard-
ing comparisons of officialdom across sectors or tasks within a single public service can be balanced against 
concerns regarding comparisons across countries. Having access to measurement from multiple ministries of 
health around the world will support a health minister’s understanding of their own organization’s particular 
strengths and weaknesses in a way that is complementary to their comparison to ministries of agriculture and 
education in their own countries (chapter 24). To this end, the Global Survey of Public Servants (Fukuyama 
et al. 2022) aims to increase the volume, quality, and coherence of survey data on public administration over 
time (see chapter 18). It presents both harmonized data from existing surveys and a suggested common set of 
questions to be included in surveys of public servants to aid comparability of data from any specific setting. It 
also recognizes the boundaries of such comparisons and provides access to data (chapter 24). 

Comparisons across and within governments can also be made based on administrative data. When such 
comparisons are made, a frequent challenge is that different organizations in government complete different 
tasks. One approach the analyst can take is to focus on homogeneous units that do very similar work, such as 
procurement units across agencies. This is particularly useful for analysts focusing on a specific sector, such 
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as those described in chapters 14 and 15. As a more general principle, however, such an approach is liable to 
skew the analytics of government toward areas that are easier to measure (chapter 4). An analyst will gain 
a more comprehensive picture by defining a holistic agenda for understanding public administration and 
defining areas where comparability is useful. This relates back to the capacity for public servants to discrimi-
nate between when analytics rests on assumptions that fit their setting and when they do not.

With this in mind, when comparing organizations based on administrative data, the analyst should 
address three questions: (1) Is such a comparison being made implicitly somewhere in government, such 
as the ministry of finance (for example, when it compares task completion or budget execution rates across 
organizations)? (2) Can adjustments be made that will make the comparisons more valid (such as by mea-
suring the complexity of the underlying task)? (3) Are there subgroups of comparators for which comparison 
is more reasonable? As these questions suggest, taking an analytical lens to the issue of comparability itself 
sometimes allows unspoken assumptions to be surfaced and discussed. Much comparison occurs in public 
administration without proper care being taken that the underlying issues surrounding comparability are 
understood and factored into decision-making based on the comparison.

Use Experimentation Broadly

Faced with uncertainty or ambiguity, how should decision-makers proceed? As tech firms have realized, 
the optimal choice is to experiment with multiple sensible choices and measure which one works in what 
environments. For example, according to the company’s “rigorous testing” blog, Google “ran over 700,000 
experiments that resulted in more than 4,000 improvements to Search” in 2021.1

Experimentation in the field of government analytics allows the analyst to trial distinct approaches 
to measurement of public administration, or the design of government itself, and assess, through proper 
measurement, the advantages of each. The use of experimentation in the design of public administration is 
growing in policy circles, and a complementary academic literature is burgeoning in public administration, 
economics, political science, and beyond. Within this Handbook, chapters use experimentation to shed light 
on methodological questions, such as how the mode of a public servants survey affects responses (chapter 
19) and how responses change when questions focus on organizational-level or individual-level referents 
(chapter 23).

The overlap in work programs across the public sector, and across public sector organizations around the 
world, presents an opportunity for the repeated testing of successful approaches from other settings, both 
in measurement and policy. This Handbook has illustrated key ideas in government analytics from specific 
governments. The lessons provide a starting point for undertaking methodological experiments (akin to 
the A-B testing of large technology firms) in the use of government analytics in a particular setting. In their 
specific analytics agenda, one question an analyst should aim to answer is: “Does what worked elsewhere 
work here?” In addition, there is a global benefit to repeated replication of any approach to measurement. 
Repeated testing of measurement approaches in different settings allows extensions of the findings in this 
Handbook and advances global knowledge toward “stylized facts” about what works where. This will also 
enhance the quality of conversation on how government functions, grounded in the empirical realities of the 
service, rather than only perceptions and tacit knowledge.

PREPARE FOR NOVEL DATA SOURCES

Search and Testing

The speed at which analytics is evolving requires a constant perspective on novel data sources. A new way of 
measuring and assessing government functioning could appear at any time. Thus, governments should set 
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themselves up to capitalize on novel data sources. This requires an approach to analytics that experiments 
with new approaches to measurement and analysis without the need for wholesale change. Analytics agendas 
should include an approach to searching for and testing innovations. Individual analysts can assist the search 
process by publicizing their experiments, by collaborating with others on testing, and by being open to the 
insights presented by others in the public and private sectors. Centralized analytics units are perhaps the 
most common way for an organization to engage with new approaches to government analytics.

Setting up an analytics agenda that has a component of search and testing requires a legislative environ-
ment that allows public officials a space for experimentation (chapters 9 and 26). Thus, how a government 
is built will affect its ability to experiment (chapter 16). Institutions that can take the responsibility for the 
failures that naturally come from testing innovations increase the incentives to experiment. Complementary 
cultural shifts that reward smart experimentation irrespective of the outcome often require support from 
senior leadership and political actors. Political actors who can articulate the case for experimentation to 
their peers and the public buy senior administrative officials space to improve the quality of government 
administration.

The Limits of the Handbook

There are areas that this Handbook has not covered where some governments are starting to make inroads 
in their analytical efforts. In the area of recruitment, sentiment analysis toward public sector jobs and a 
wide range of recruitment analytics—for instance, on the diversity of the application pool or the extent 
of competition for different public sector jobs—can be drawn on by government to improve its quality of 
personnel. Analysis of communications between government employees, enabled by off-the-shelf solutions 
from large technology firms, is being experimented with; properly managed and with due care for employee 
privacy, it promises an understanding of how organizational structure affects team dynamics. Connecting 
tax records with procurement and customs data can enable an understanding of how government 
procurement policy affects private businesses and international trade. Machine-learning approaches to 
images can allow governments to automatically cross-check progress records in infrastructure projects with 
photos of those infrastructure projects to detect anomalies. And so on.

The Handbook has limited the data sources it presents to those of widest use to the largest number of 
public service organizations. All such entities must deal with payroll and budget, processes, and measures 
of task completion. Yet this focus on the most standard data sources in government has meant that the 
 Handbook has not included some innovative approaches to assessing government functioning. 

For example, substantial efforts have been made in geospatial analysis of the impacts of public policy, 
but there is little evidence that this has been applied to the public administration of the state beyond simple 
geographic comparisons. Matching personnel with geolocated project data will allow analytics to shed light 
on whether managers are better or worse at managing projects closer to their homes, or whether there are 
strong links between characteristics of local labor markets and the quality of recruitment into the public 
administration in that area. As the world shifts further toward remote work, the utility of tracking exactly 
where a public official is working and how this affects their productivity may allow for more sophisticated 
telework policies.

The potential for applying machine learning to text analysis of the vast quantities of documents produced 
by the public sector is in its infancy (chapter 16). Given that much public service communication is now 
online, such text analysis and machine learning might be applied to the communications of public officials 
in real time, and provide automated interventions when there is evidence of a personnel, management, or 
public policy issue arising.

As governments becomes more capable of integrating their electronic data systems, the capacity to build 
maps of the networks of government officials and firms will increase, and it will be easier to assess how per-
sonnel who move across different tasks (such as from managing procurement to budget) prosper in different 
environments and with different colleagues. Overall, gaining a greater sense of what the informal coalitions 
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in public administration are that facilitate strengthening of government may require triangulation between 
different data sources.

All these examples underscore the point that a comprehensive analytical agenda is forward-looking, 
capitalizing on what is available today and readying itself for what might be useful tomorrow.

The Continuing Validity of the Handbook

A number of the foundational themes highlighted in the Handbook will continue to be of relevance to 
any innovations in the field. These include a robust discussion of the ethical implications of government 
analytics, the boundaries of measurement, and the rigor of analysis.

In terms of ethical issues, the use of data by governments on their own employees has received very little 
attention, as chapter 6 notes. Although checks and balances exist in public service, these will not always be 
well-equipped to deal with the pivot to government analytics. Where governments have begun to under-
take government analytics, efforts have often not been complemented by a corresponding discussion of the 
 ethical issues involved. For instance, it is important to have robust, servicewide debates about questions such 
as the extent to which analytics on public officials’ remote work communications be undertaken at the level 
of anonymized individual email or message exchanges, and the ways in which this influences officials’ behav-
ior and the capacity to have wide-ranging and honest discussions about public policy.

It is key that such debates are undertaken both sectorwide and within specific organizations because 
what is considered as ethical and morally right can be very dependent on context (chapter 6).  For example, 
what obligations of transparency around individual activities come with seniority in public service, and 
how much should officials be actively involved in this debate as they rise up the ranks? Chapter 6 presents a 
framework for evaluating the ethics of measuring and tracking public sector workers that will continue to be 
useful to evaluate the impact of innovations in measurement and analysis.

Similarly, the framework presented in chapter 4 will facilitate discussions around the relationship new 
measurements have to a holistic investigation of the environment being examined. Every new measurement 
or piece of analysis should come with a “health warning” regarding the boundaries of what it measures, and 
what it is likely missing. The principles outlined in chapter 5 serve as benchmarks by which new methods 
can be assessed for their credibility and transparency. Chapter 7 reminds us to turn the analytical lens on 
analytics themselves and continuously monitor what and how analytics are being (mis)used. And the princi-
ples of holistic measurement illustrated in chapter 14 push us to question the extent to which we have “trian-
gulated” any specific measurement with others as a means of capturing distinct dimensions of a variable.

The insights offered in the Handbook can strengthen some innovations in measurement and analytics. 
Better measures of budget or task completion will still rely on the principles outlined in chapters 11 and 17. 
Innovations focused on improving data quality, availability, regularity, and connectedness will all need to 
implement the basics outlined in this Handbook. Chapters 10, 11, and 12 explicitly discuss layers of data 
quality that innovations in local settings will help achieve. Similarly, some innovations will build infrastruc-
tures that enable more regular, secure, and timely data collection (chapter 9).

GOVERNMENT ANALYTICS IN AN INCREASINGLY COMPLEX WORLD

As measurement, data, and analysis become the central mediators of decision-making, government must 
build its capacity to engage with greater complexity in the world and in its own architecture. The question 
is whether public organizations will reform themselves sufficiently fast so that they can keep up. A solid 
machinery for government analytics can help empower government organizations to do so.

This chapter lays out the key components of a strategic review process for government actors to think 
through how they are building a government analytics system that responds not only to today’s demands, 
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but also those of the future. Such thinking is useful at every level of government, from a project manager 
assessing how they are using administrative diagnostics in their project to the most senior management of 
the public service thinking through how they might optimally manage service staff.

The lessons presented in this chapter are drawn from across the chapters of the Handbook. 
The Handbook’s inability to cover all potential sources of government analytics mirrors the fact that 
 governments will have to prioritize their investments in measurement and analysis. To make those choices 
strategically, a  governmentwide vision of the future, linked to diverse analytical agendas of officials across 
government, will define the objectives of analytics. Managers who are aware of the trade-offs involved, 
and supported by  specialized offices, will balance investments in basic measurement and the testing of 
innovations.

As the world gets more complex, the demands on public managers and decision-makers will increase 
as they manage a more complex government in response. Making the public administration fit-for-
purpose will require an informed conversation throughout public service that drives the requisite 
cultural change. This Handbook hopes to inform that conversation. Important public sector conversations 
regarding reform may occur in a department of local government, a ministry of civil service, or even span 
countries and the international community. It is therefore important for all government actors to make an 
informed choice today about how they are setting up a system of analytics that will define what they will 
know tomorrow.

HOW TO USE THE HANDBOOK

The chapters in the Handbook aim to be freestanding overviews of a particular topic in government analytics 
and can be read independently. The book is accompanied by a website with annexes and tools for analytics 
that enable readers to immediately apply insights from the Handbook in their own work (www.worldbank 
.org/governmentanalytics).

To make the best use of the Handbook, readers are encouraged to choose the chapters that provide 
guidance on the data sources most relevant to the management challenges they are facing. For instance, if 
fiscal sustainability is the core challenge, consider focusing on chapters related to data sources that can yield 
solutions, such as chapter 10 on the payroll and chapter 11 on budget data. Table 2A.1 at the end of chapter 2 
provides a tool to map areas of interest and data sources to the content of the chapters.

The Handbook aims at three main external audiences: government analytics practitioners 
(in  governments, international development organizations, and elsewhere); educators; and researchers.

GOVERNMENT ANALYTICS PRACTITIONERS

The Handbook has been designed to make use of the most widespread sources of data on public 
administration and to address some of the most pressing problems in managing government. As such, our 
hope is that government analytics practitioners will be able to find inspiration and useful advice in each of 
the chapters. We also hope that they will see the connections between their immediate interest and other 
data sources that might enrich the analysis they originally envisaged. 

For readers interested in building the analytical capabilities of their organization, this chapter provides 
a vision of how government might move itself toward being more able to undertake analytics. Chapter 9 
describes how to generate an integrated management information system for government. Chapter 26 
 provides a case study of the US government that presents the complementary management infrastructure 
that catalyzes any physical data system to become a platform for action.

www.worldbank.org/governmentanalytics�
www.worldbank.org/governmentanalytics�
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For readers interested in making the most of their analytics, consider chapter 7 on how to measure 
whether government analytics are being used and chapter 25 on how to use results from surveys of public 
servants to strengthen public administration.

For those interested in how different data sources fit together, consider chapter 4 on holistic measure-
ment, and chapter 8, showcasing how analytics can be combined to understand corruption holistically.

Readers looking for practical general statistics tools should go to chapter 5.
For those seeking guidance to think through the underlying ethical considerations of any government 

analytics effort, turn to chapter 6.

EDUCATORS

Instructors in a school of public administration or public service training center, or in an academic 
institution, for instance, should pick and choose areas of particular interest and adapt lessons to the time 
available.

A single session could provide a useful overview of government analytics. Beginning with the motiva-
tion for government analytics (chapter 1), the class could then review a summary of approaches available 
outlined in chapter 2, and then focus on one particular data source of interest to the use (such as how to use 
procurement analytics). 

A potential module on government analytics could proceed as follows. After an introductory session 
discussing chapters 1 and 2, consider a class summarizing chapters 4 to 6, to give students a sense of 
foundational considerations in government analytics. Students could be asked to consider the right ways to 
apply and manage statistical tools, the ethical considerations particular to studying public administration, 
and ways to measure holistically in public administration. Perhaps, students could design their own 
analytics study of public administration that has a pre-analysis and ethics plan that accords to the messages 
in these chapters.

The third session could focus on chapters 18 and 27, to give students a sense of comparative public 
administration around the world, and how to diagnose them. The discussion of these chapters could act as 
an introduction to what data sources are available for government analytics.

Chapter 27 introduces methods for using household surveys to understand public administration, which 
are the foundations of the World Bank’s Worldwide Bureaucracy Indicators. Using the indicators in conjunc-
tion with the reading in chapter 27 allows students to understand the global footprint of the public adminis-
tration, and its relationship to the private sector.2

Similarly, chapter 18 outlines the surveys of public administrators undertaken on a regular basis around 
the world. This chapter complements the data provided by the Global Survey of Public Servants initiative 
so as to provide the most comprehensive window into the public administration available to date based on 
surveys of public servants (Fukuyama et al. 2022). 

For those students interested in undertaking their own surveys of public officials, the methodological les-
sons in chapters 19 to 25 provide useful inputs to their design process. These methodological considerations 
could be covered in a further teaching session on how to do surveys of public servants.

In subsequent sessions, instructors could cover different data sources introduced in parts 3 and 5, 
focused on the data sources of greatest interest to students. For instance, sessions could cover how to use 
payroll data, procurement data, and citizen survey data. These sessions should make use of publicly available 
data sources for students to practice analyzing these data sources.3 

A teaching module could conclude with a discussion of how to build the analytical capability for govern-
ment analytics (chapter 3), and how to integrate different analytics sources to assess management challenges 
holistically (chapter 8).
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RESEARCHERS

Overall, the Handbook discusses how to repurpose or construct a range of data sources that are rarely used 
by scholars, yet provide a fascinating window into public administration and government productivity. For 
many of the data sources discussed, the Handbook is the first consolidated attempt at discussing appropriate 
measurement. It is one of the goals of the Handbook to encourage researchers to expand and improve on the 
measurement of data sources for government analytics through their work. These researchers—in the fields 
of public administration, economics, management, political science, or elsewhere—may be in traditional 
research centers, or from inside government itself, perhaps in an analytics unit focused on improving their 
part of the public service. 

A key early consideration of any research project is what the ethical framework is in which research 
questions and designs are produced. Chapter 6 provides a useful lens for a researcher to evaluate the ethical 
implications of their research approach.

Given the weight placed on the rigor and reproducibility of any data analysis, chapter 5 provides a 
reminder of the principles of good data analysis, and links to a set of resources to make those good practices 
straightforward to apply. Similarly, given the importance of understanding the limits of interpretation of any 
single data source or study, chapter 4 provides important reminders as to the validity of any single empirical 
study or approach.

Part 3 on administrative data can help researchers gain insights into how to construct a broader range 
of data to better understand the state. Some data sources have featured centrally in recent scholarly work, 
such as procurement data (chapter 12).4 Other data sources explored in the Handbook—such as payroll data 
(chapter 10), task completion data (chapter 17), or process data (chapter 13)—have been seldom studied.5 

Part 4 on survey data presents a range of methodological work related to investigations by the editors 
and others into how to undertake public servant surveys. Although, as outlined in chapter 18, surveys play 
an increasingly important part in managing the public sector in a number of countries, rigorous research on 
how to navigate the decision points that arise in designing, implementing, and interpreting surveys of public 
servants is limited. Chapter 2 presents a decision tree (figure 2.4) that might be useful to arrange thoughts on 
factors to be addressed in the survey approach chosen.

Research on the public service is not contingent on having access to proprietary government data. 
Though some public institutions are making their administrative data publicly available in one form or 
another, this is the exception rather than the rule. Part 5 presents four approaches that researchers have 
undertaken to understand features of the public administration using assessments that can be undertaken 
“external” to the public administration. Each of these data sources can be analyzed by researchers indepen-
dent of government partnership.

We hope future research on public administration, whether in the fields of public administration, eco-
nomics, management, political science, or elsewhere, will further capitalize on the data sources outlined in 
the Handbook. With the intention of the Handbook evolving in response to new methodological insights in 
government analytics, we look forward to reading your work or hearing from you.

NOTES

 In formulating this chapter, the authors benefited from discussions with Donna Andrews, Pierre Bachas, Jurgen Blum, 
Gero Carletto, Verena Fritz, Galileu Kim, Florence Kondylis, Tracey Lane, Arianna Legovini, and Daniel Ortega.

1. See https://www.google.com/search/howsearchworks/how-search-works/rigorous-testing/.
2. All of the code associated with chapter 27 is available online. Thus, students can extend the methods presented in the chap-

ter to a country and corresponding household survey of their choice. Such an extension provides an opportunity to work 
directly with household survey data and learn about what underlies the comparisons made in the indicators, as well as get 
to study a particular public administration in detail.

https://www.google.com/search/howsearchworks/how-search-works/rigorous-testing/�
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3. Payroll data, for instance, are made public by governments such as Brazil (https://portaldatransparencia.gov.br/servidores 
/orgao?). Similarly, citizen survey data are available on topics such as satisfaction with public services (see, for example, 
https://www.gu.se/en/quality-government/qog-data/data-downloads/european-quality-of-government-index).

4. See, for example, Bandiera et al. (2020); Dahlström, Fazekas, and Lewis (2021).
5. There are exceptions. See, for example, Rasul, Rogger, and Williams (2021).
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CHAPTER 4

Measuring What Matters
Principles for a Balanced Data Suite That 
Prioritizes Problem Solving and Learning

Kate Bridges and Michael Woolcock

SUMMARY

Responding effectively and with professional integrity to public administration’s many challenges 
requires recognizing that access to more and better quantitative data is necessary but insufficient . An 
overreliance on quantitative data comes with risks, of which public sector managers should be keenly 
aware . We focus on four such risks: first, that attaining easy-to-measure targets becomes a false stan-
dard of broader success; second, that measurement becomes conflated with what management is and 
does; third, that an emphasis on data inhibits a deeper understanding of the key policy problems and 
their constituent parts; and fourth, that political pressure to manipulate key indicators, if undetected, 
leads to falsification and unwarranted impact claims or, if exposed, jeopardizes the perceived integrity 
of many related (and otherwise worthy) measurement efforts . The cumulative concern is that these 
risks, if unattended to, will inhibit rather than promote public sector organizations’ core problem-solving 
and implementation capabilities, an issue of high importance everywhere but especially in develop-
ing countries . We offer four cross-cutting principles for building an approach to the use of quantitative 
data—a “balanced data suite”—that strengthens problem solving and learning in public administration: 
(1) identify and manage the organizational capacity and power relations that shape data management; 
(2) focus quantitative measures of success on those aspects that are close to the problem; (3) embrace 
a role for qualitative data and a theory of change, especially for those aspects which require in-depth, 
context-specific knowledge; and (4) protect space for judgment, discretion, and deliberation because 
not everything that matters can be measured .

Kate Bridges is an independent consultant. Michael Woolcock is the lead social scientist in the World Bank’s Development Research 
Department.
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ANALYTICS IN PRACTICE

 ● Identify and manage the organizational capacity and power relations that shape data management. 
Make professional principles and standards for collecting, curating, analyzing, and interpreting data clear 
to all staff—from external consultants to senior managers—in order to affirm and enforce commitments 
to ensuring the integrity of the data themselves and the conclusions drawn from them. Make measure-
ment accountable to advisory boards with relevant external members. Communicate measurement 
results to the public in a clear and compelling way, especially on contentious, complex issues.

 ● Focus quantitative measures of success on those aspects that are close to the problem. Ensure that the 
measurement approach itself is anchored to a specific performance problem. Target measurement invest-
ments at those performance problems that are prioritized by the administration. Ensure that any judgments 
on an intervention’s success or failure are based on credible measures of the problem being fixed and not 
simply on output or process metrics. Where measures of success relate to whether the intervention is 
functioning, allow flexibility in the implementation of the intervention (where possible) and in the related 
measurement of its functioning. In this way, implementation strategies can shift if it becomes clear from the 
collected data that they are not making progress toward fixing the problem.

 ● Embrace an active role for qualitative data and a theory of change. Include qualitative data collection as a 
complement to quantitative data. This may be a prelude to future large-scale quantitative instruments or 
perhaps the only available data option for some aspects of public administration in some settings (such 
as those experiencing sustained violence or natural disasters). Draw on qualitative methods as a basis for 
eliciting novel or “unobserved” factors driving variation in outcomes. Tie measurement (both qualitative 
and quantitative) back to a theory of change. If the implementation of an intervention is not having its 
intended impact on the problem, assess whether there are mistaken assumptions regarding the theory 
of change.

 ● Protect space for judgment, discretion, and deliberation because not everything that matters can be 
measured. Consider carefully what you choose to measure, recognizing that whatever you choose will 
inevitably create incentives to neglect processes and outcomes that cannot be measured. Actively identify 
what you cannot (readily) measure that matters and take it seriously, developing strategies to manage 
that as well. Identify those aspects of implementation in the public sector that require inherently discre-
tionary decisions. Employ strategies that value reasoned judgment and allow meaningful space for qual-
itative data inputs and the practical experience of embedded individuals, treating such inputs as having 
value alongside more quantitative ones.

 ● In the longer term, develop organizational systems that foster “navigation by judgment”—for example, a 
management structure that delegates high levels of discretion to allow those on the ground the space to 
navigate complex situations, recruitment strategies that foster high numbers of staff with extensive con-
text-specific knowledge, and systems of monitoring and learning that encourage the routine evaluation 
of theory against practice.

INTRODUCTION

“What gets measured gets managed, and what gets measured gets done” is one of those ubiquitous (even cli-
chéd) management phrases that hardly require explanation; it seems immediately obvious that the data gen-
erated by regular measurement and monitoring make possible the improvement of results. Less well known 
than the phrase itself is the fact that, although it is commonly attributed to the acclaimed management 
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theorist Peter Drucker, Drucker himself never actually said it (Zak 2013). In fact, Drucker’s views on the 
subject were reportedly far more nuanced, along the lines of those of V. F. Ridgway, who argued over 65 years 
ago that not everything that matters can be measured and that not everything that can be measured matters 
(Ridgway 1956). Simon Caulkin (2008), a contemporary business management columnist, neatly sum-
marizes Ridgway’s argument, in the process expanding the truncated “to measure is to manage” phrase to 
“What gets measured gets managed—even when it’s pointless to measure and manage it, and even if it harms 
the purpose of the organisation to do so.”

Ridgway’s and Caulkin’s warnings—repeated in various guises by many since—remind us that the indis-
criminate use of quantitative measures and undue confidence in what they can tell us may be highly prob-
lematic in certain situations, sometimes derailing the very performance improvements that data are intended 
to support (Merry, Davis, and Kingsbury 2015).1 We hasten to add, of course, that seeking more and better 
quantitative data is a worthy aim in public administration (and elsewhere). Many important gains in human 
welfare (for example, recognizing and responding to learning disabilities) can be directly attributed to 
interventions conceived of and prioritized on the basis of empirical documentation of the reality, scale, and 
consequences of the underlying problem. The wonders of modern insurance are possible because actuaries 
can quantify all manner of risks over time, space, and groups. What we will argue in the following sections, 
however, is that access to quantitative data alone is not a sufficient condition for achieving many of the objec-
tives that are central to public administration and economic development.

This chapter has five sections. Following this introduction, we lay out in section two how the collection, 
curation, analysis, and interpretation of data are embedded in contexts: no aspect takes place on a blank 
slate. On one hand, the institutional embeddedness of the data collection and usage cycle—in rich and poor 
countries alike—leaves subsequent delivery efforts susceptible to a host of possible compromises, stemming 
from an organization’s inability to manage and deploy data in a consistently professional manner. At the 
same time, the task’s inherent political and social embeddedness ensures it will be susceptible to influence by 
existing power dynamics and the normative expectations of those leading and conducting the work, espe-
cially when the political and financial stakes are high. In contexts where much of everyday life transpires in 
the informal sector—rendering it “illegible” to, or enabling it to actively avoid engagement with, most stan-
dard measurement tools deployed by public administrators—sole reliance on formal quantitative measures 
will inherently only capture a slice of the full picture.

In section 3, we highlight four specific ways in which an indiscriminate increase in the collection of what 
is thought to be “good data” can lead to unintended and unwanted (potentially even harmful) consequences. 
The risks are that (1) the easy-to-measure can become a misleading or false measure of broader reality, (2) 
measurement can become conflated with what management is and does, (3) an emphasis on what is readily 
quantified can inhibit a fuller and more accurate understanding of the underlying policy problem(s) and 
their constituent elements, and (4) political pressure to manipulate selected indicators, if undetected, can 
lead to falsification and unwarranted expectations—or, if exposed, can compromise the perceived integrity 
of otherwise worthy measurement endeavors.

Thankfully, there are ways to anticipate and mitigate these risks and their unintended consequences. 
Having flagged how unwanted outcomes can emerge, we proceed to highlight, in section 4, some practical 
ways in which public administrators might thoughtfully anticipate, identify, and guard against them. We 
discuss what a balanced suite of data tools might look like in public administration and suggest four princi-
ples that can help us apply these tools to the greatest effect, thereby enabling the important larger purposes 
of data to be served. For further methodological guidance, practitioners should consult appendix A, which 
provides a checklist titled “Using Expansive and Qualified Measurement for Informed Problem Solving and 
Learning in Public Administration.” We stress from the outset that our concerns are not with methodological 
issues per se, or with the quality or comprehensiveness of quantitative data; these concerns are addressed 
elsewhere in The Government Analytics Handbook and in every econometrics textbook, and they should 
always be considered as part of doing “normal social science.” The concerns we articulate are salient even in a 
best-case scenario, in which analysts have access to great data acquired from a robust methodology, although 
they are obviously compounded when the available data are of poor quality—as is often the case, especially 
in low-income countries—and when too much is asked of them.
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HOW DATA ARE IMPACTED BY THE INSTITUTIONAL AND SOCIOPOLITICAL 
ENVIRONMENT IN WHICH THEY ARE COLLECTED

For all administrative tasks, but especially those entailing high-stakes decision-making, the collection and 
use of data is a human process inherently subject to human foibles (Porter 1995). This is widely accepted and 
understood: for example, key conceptual constructs in development (such as “exclusion,” “household,” and 
“fairness”) can mean different things to different people and translate awkwardly into different languages. With 
this in mind, professional data collectors will always give serious attention to “construct validity” concerns to 
ensure there is close alignment between the questions they ask and the questions their informants hear.2 For 
present purposes, we draw attention to issues given less attention, but which are critical nonetheless—namely, 
the institutional and political factors that comprise the context shaping which data are (and are not) collected, 
how and from whom they are collected, how well they are curated over time, and how carefully conclusions and 
policy implications are drawn from analyses of them. We briefly address each item in turn.

INSTITUTIONAL EMBEDDEDNESS OF DATA

Beyond the purposes to which they are put, the careful collection, curation, analysis, and interpretation of 
public data are themselves complex technical and administrative tasks, requiring broad, deep, and sus-
tained levels of organizational capability. In this section, we briefly explore three institutional considerations 
shaping these factors: the dynamics shaping the (limited) “supply” and refinement of technical skills, the 
forging of a professional culture that is a credible mediator of complex (and potentially heated) policy issues 
yet sufficiently robust to political pressure, and the related capacity to infer what even the best data analysis 
“means” for policy, practice, and problem solving.

These issues apply in every country but are especially salient in low-income countries, where the prevail-
ing level of implementation capability in the public sector is likely to be low, and where the corresponding 
expectations of those seeking to improve it by expanding the collection and use of quantitative data may be 
high. At the individual level, staff with the requisite quantitative analytical skills are likely to be in short sup-
ply because acquiring such skills requires considerable training, while those who do have them are likely to 
be offered much higher pay in the private sector. (One could in principle outsource some data collection and 
analysis tasks to external consultants, but doing so would be enormously expensive and potentially compro-
mise the integrity and privacy of unique public data.)

So understood, it would be unreasonable to expect the performance of data-centric public agencies to 
be superior to other service delivery agencies in the same context (for example, public health). Numerous 
studies suggest the prevailing levels of implementation capability in many (if not most) low-income coun-
tries are far from stellar (Andrews, Pritchett, and Woolcock 2017).3 For example, Jerven’s (2013) important 
work in Africa on the numerous challenges associated with maintaining the System of National Accounts—
the longest-standing economic data collection task asked of all countries, from which their respective gross 
domestic products (GDPs) are determined—portends the difficulties facing less high-profile metrics (see 
also Sandefur and Glassman 2015).4 Put differently: if many developing countries struggle to curate the 
single longest-standing, universally endorsed, most important measure asked of them, on what basis do we 
expect these countries to manage lesser, lower-stakes measures?

To be sure, building quantitative analytical skills in public agencies is highly desirable; for present 
purposes, our initial point is a slight variation on the old adage that the quality of outcomes derived from 
quantitative data is only as good as the quality of the “raw material” and the competence with which it 
is analyzed and interpreted.5 Fulfilling an otherwise noble ambition to build a professional public sector 
whose decisions are informed by evidence requires a prior and companion effort to build the requisite 
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skills and sensibilities. Put differently, precisely because effective data management is itself such a com-
plex and difficult task, in contexts where agencies struggle to implement even basic policy measures at a 
satisfactory level (for example, delivering mail and ensuring attendance at work), it is unlikely that, ceteris 
paribus, asking these agencies to also take a more “data-driven” approach will elicit substantive improve-
ment. More and better “data” will not fix a problem if the absence of data is not itself the key problem or 
the “binding constraint”; the priority issue is discerning what is the key policy problem and its constituent 
elements. From this starting point, more and better data can be part of, but not a substitute for, strategies 
for enhancing the effectiveness of public sector agencies.

Even if both data management and broad institutional capability are functioning at high and comple-
mentary levels, there remains the structural necessity of interpreting what the data mean. Policy inference 
from even the best data and most rigorous methodology is never self-evident; it must always be undertaken 
in light of theory. This might sound like an abstract academic concern, but it is especially important when 
seeking to draw lessons from, or to make big decisions regarding the fate of, complex interventions. This is 
so because a defining characteristic of a complex problem is that it generates highly variable outcomes across 
time, space, and groups.

Promoting gender equality, for example, is a task that rarely generates rapid change: it can take a gener-
ation (or several, or centuries) for rules requiring equal participation in community meetings, or equal pay 
for equal work, to become the “new normal.”6 So, assessed over a five-year time frame, a “rigorous” method-
ology and detailed data may yield the empirical finding that a given gender empowerment project (GEP) has 
had “no impact”; taken at face value, this is precisely what “the data” would show and is the type of policy 
conclusion (“the GEP doesn’t work”) that would be drawn. However, interpreted in the light of a general the-
ory of change incorporating the likely impact trajectory that GEP-type interventions follow—that is, a long 
period of stasis eventually leading to a gradual but sustained takeoff—a “doesn’t work” conclusion would be 
unwarranted; five years is simply too soon to draw a firm conclusion (Woolcock 2018).7 High-quality data 
and a sound methodology alone cannot solve this problem: a GEP may well be fabulous, neutral, useless, or 
a mixture of all three, but discerning which of these it is—and why, where, and for whom it functions in the 
way it does—will require the incorporation of different kinds of data into a close dialogue with a practical 
theory of change fitted for the sector, the context, and the development problem being addressed.

SOCIOPOLITICAL EMBEDDEDNESS OF DATA

Beyond these institutional concerns, a second important form of embeddedness shaping data collection, 
curation, and interpretation is the manner in which all three are shaped by sociopolitical processes and 
imperatives. All data are compiled for a purpose; in public administration, the scale and sophistication of 
the required data are costly and complex (requiring significant financial outlay and, thus, competition with 
rival claimants). Data are frequently called upon to adjudicate both the merits of policy proposals ex ante 
(for example, the Congressional Budget Office in the United States) and the effectiveness of programmatic 
achievements ex post (for example, the World Bank’s Independent Evaluation Group), which frequently 
entails entering into high-stakes political gambits—for example, achieving signature campaign proposals 
in the early days of an administration and proclaiming their subsequent widespread success (or failure) as 
election time beckons again. (See more on this below.)

Beyond the intense political pressure “data” are asked to bear in such situations, a broader institutional 
consideration is the role large-scale numerical information plays in “rendering legible” (Scott 1998) complex 
and inherently heterogeneous realities, such that they can be managed, mapped, and manipulated for explicit 
policy purposes. We hasten to add that such “thin simplifications” (Scott’s term) of reality can be both benign 
and widely beneficial: comprehensive health insurance programs and pension systems have largely tamed the 
otherwise debilitating historical risks of, respectively, disease and old age by generating premiums based on 
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general demographic characteristics and the likelihood of experiencing different kinds of risks (for example, 
injuries or cancer) over the course of one’s life.

A less happy aspect of apprehending deep contextual variation via simplified (often categorical) data, 
however, is the corresponding shift it can generate in the political status and salience of social groups. The 
deployment of the census in colonial India, for example, is one graphic demonstration of how the very act 
of “counting” certain social characteristics—such as the incidence of caste, ethnicity, and religion—can 
end up changing these characteristics themselves, rendering what had heretofore been relatively fluid and 
continuous categories as fixed and discrete. In the case of India, this massive exercise in data collection on 
identity led to “caste” being created, targeted, and mobilized as a politically salient characteristic that had 
(and continues to have) deep repercussions (for example, at independence, when Pakistan split from India, 
and more recently within the rise of Hindu nationalism; see Dirks 2011).8 Similarly, influential scholars have 
argued that the infamous Hutu/Tutsi massacre in Rwanda was possible at the scale at which it was enacted 
because ethnic categories were formalized and fixed via public documents whose origins lie in colonial rule 
(for example, Mamdani 2002).

For Scott (1998), public administration can only function to the extent its measurement tools success-
fully turn widespread anthropological variation, such as in languages spoken, into singular modern catego-
ries and policy responses—for instance, to ensure that education is conducted in one national language, in a 
school, and on the basis of a single curriculum.9 The net welfare gains to society might be unambiguous, but 
poorer, isolated, marginalized, and less numerous groups are likely to bear disproportionately the costs of 
this trade-off. If official “data” themselves constitute an alien or distrusted medium by which certain citizens 
are asked to discern the performance of public agencies, merely providing (or requiring) “more” is unlikely 
to bring about positive change. In such circumstances, much antecedent work may need to be undertaken 
to earn the trust of citizens and to help them more confidently engage with their administrative systems.10 
By way of reciprocity, it may also require such systems to interact with citizens themselves in ways that more 
readily comport with citizens’ own everyday (but probably rather different) vernacular for apprehending the 
world and interpreting and responding to events. Either way, it is critical that officials be wary of the poten-
tially negative or unintended effects of data collection, even when it may begin with a benign intention to 
facilitate social inclusion and more equitable policy “targeting.”11

THE UNINTENDED CONSEQUENCES OF AN INDISCRIMINATE PURSUIT OF 
“MORE DATA”

There is a sense in which it is axiomatic that more and better data are always a good thing. But the insti-
tutional and sociopolitical embeddedness of data generation and the use of data in public administration 
(as discussed in the preceding section) means we need to qualify this assertion by focusing on where and 
how challenges arise. With this in mind, we turn our attention to instances where the increased collection 
of what is thought to be “good data” leads to perverse outcomes. Here, we highlight four such outcomes that 
may materialize as the result of an undue focus on issues, concepts, inputs, or outcomes that happen to be 
most amenable to being quantified.

Outcome 1: The Easy-to-Measure Becomes a False Standard of Success

What may start as a well-intentioned managerial effort to better quantify meaningful success can instead gener-
ate a blinkered emphasis on that which is simply easiest to quantify. The result can be a skewed or false sense of 
what a project has (or has not) achieved, and how, where, and for whom outcomes have been achieved.

In a recent study, we demonstrate how a variety of institutional incentives align across the government of 
Malawi and the World Bank in such a way that both government and World Bank officials consistently favor 
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easy-to-measure indicators (inputs and outputs, or what we refer to as “changes in form rather than func-
tion”) as the yardstick of project success (Bridges and Woolcock 2017). This is a quintessential example of 
what strategy writer Igor Ansoff describes as a situation in which “managers start off trying to manage what 
they want, and finish up wanting what they can measure” (quoted in Cahill 2017, 152). As a result of eval-
uating public financial management (PFM) projects that were implemented over the course of 20 years in 
Malawi, we show that almost 70 percent of what projects measure or aim for is “change in terms of whether 
institutions look like their functioning counterparts (that is, have the requisite structures, policies, systems, 
and laws in place),” whereas only 30 percent of what is measured can be said to be “functional”—that is, 
focused on “purposeful changes to budget institutions aimed at improving their quality and outcomes” 
(Andrews 2013, 7). What is more, we find that World Bank PFM projects have considerably more success in 
achieving “formal” results than “functional” ones. Unsurprisingly, demonstrable improvement in actual per-
formance is far harder to achieve than change that is primarily regulative, procedural, or systems oriented. 
Unfortunately, an emphasis on what is easy-to-measure obfuscates this reality and allows reform “success” to 
be claimed.

In practice, Malawi’s history of PFM reform is littered with projects that claim “success” based on 
hardware procured, software installed, legislation developed, and people trained, whereas even a basic 
analysis reveals stagnation or even regression in terms of more affordable spending decisions, spending that 
reflects budgeted promises, greater ability to track the flow of funds, or reduction in corruption. As long as 
the World Bank and the Malawian government focus on “formal” measures, they are able to maintain the 
illusion of success: that is, until something like Malawi’s 2013 “Cashgate” crisis—in which it was revealed that 
about US$32 million in government funds had been misappropriated between April and September 2013—
lifts the lid on the deep-rooted financial management problems that have remained largely unaffected by 
millions of dollars of reform efforts. In this sense, Malawi is a microcosm of many institutional reform efforts 
globally. Although similar financial reforms have been globally implemented in a manner that suggests some 
level of consensus about “what works,” the outcomes of those reforms are varied at best and often consider-
ably lower than anticipated (Andrews 2013).

In the same way that an emphasis on the easy-to-measure can lead to overestimation of success, it can 
also contribute to underestimation. Reforms can sometimes yield meaningful change via what McDonnell 
(2017) calls “the animating spirit of daily practice” but end up being missed because managers do not have 
good means of measuring, attributing, and enhancing these kinds of shifts. For example, when research-
ing the impact of technical assistance on a large government health program in Nigeria, we found that 
there were strong indications that important innovations and shifts took place at the local level, including 
in aspects as difficult to shift as cultural practices regarding contraceptives (Bridges and Woolcock 2019). 
These shifts in practice and their impact on contraceptive uptake could not be apprehended by aggregated 
statewide indicators, however, and since no measurement was being done below this level, the progress and 
valuable lessons of such interventions were being missed.

Another example of the importance of having access to a broader suite of data comes from an assessment 
of a program in rural India seeking to promote participatory democracy in poor communities, where the 
curation of such a data suite enabled more nuanced and constructive lessons to be drawn (see Rao, Anan-
thpur, and Malik 2017). The results of the initial randomized controlled trial (RCT) deemed the program to 
have had no mean impact—and if these were the only data available, that would have been the sole conclu-
sion reached.12 Upon closer inspection, however, it was learned that there was considerable variation in the 
program’s impact. The average of this variation may have been close to zero, but for certain groups, the pro-
gram had worked quite well, for others it had had no impact, while for still others it had been detrimental. 
Who were these different groups, and what was it about them that led to such variable outcomes? A compan-
ion qualitative process evaluation was able to discern that the key differences were the quality of implemen-
tation received by different groups, the level of support provided to them by managers and political leaders, 
and variations in the nature and extent of local-level inequalities (which, in turn, shaped which groups were 
able to participate and on what terms).13 The administrative rules and implementation guidelines provided 
to all groups were identical, but in this case, a qualitative process evaluation was able to document the ways 
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and places in which variable fidelity to them yielded widely different outcomes (albeit with no net impact). 
Moreover, the qualitative data were able to discern subtle positive effects from the program that the quantita-
tive survey instrument alone would have missed.

Outcome 2: Measurement Becomes Conflated with Management

An extension of the above point is that an undue emphasis on quantitative data can lead measurement to 
become a substitute for rather than a complement to management. This is evident when only that which is 
quantifiable receives any significant form of managerial attention, an outcome made possible when the easily 
quantifiable becomes the measure of success, becoming, in turn, the object of management’s focus, typically 
to the exclusion of all else. As Wilson (1989, 161) famously intoned in a classic study of bureaucratic life, 
“Work that produces measurable outcomes tends to drive out work that produces immeasurable outcomes.”

In one sense this is hardly surprising: the need for managers to make decisions on the basis of partial 
information is difficult and feels risky, so anything that claims to fill that gap and bypass the perceived 
uncertainty of subjective judgment will be readily welcomed. “The result,” Simon Caulkin (2016) argues, 
“both practically and theoretically, is to turn today’s management into a technology of control that attempts 
to minimise rather than capitalise on the pesky human element.” And in public administration, a manag-
ing-it-by-measuring-it bias can mean that, over time, the bulk of organizational resources end up neglecting 
the “pesky human element” of change processes, even though it is this element that is often central to attain-
ing the transformational outcomes managers are seeking.

This dynamic characterizes key aspects of the Saving One Million Lives (SOML) initiative, an ambitious 
health sector reform program launched by the government of Nigeria. The original goal of SOML was to 
save the lives of one million mothers and children by 2015; to this end, SOML gave priority to a package 
of health interventions known as “the six pillars.”14 The World Bank actively supported SOML, using its 
Program-for-Results (PforR) instrument to reward Nigerian states financially based on improvements from 
their previous best performance on the six key indicators.15 Improvements were to be measured through 
yearly household surveys providing robust estimates at the state level.

In practice, of course, these six pillars (or intervention areas) were wildly different in their drivers and 
complexity; improvement within them was therefore destined to move at different trajectories and different 
speeds for different groups in different places. State actors, keen to raise their aggregate measure of success 
and get paid for it, soon realized that there was some gaming to be done. Our field research documents 
how the emphasis on singular measures of success introduced a perverse incentive for states to focus on the 
easier metrics at the expense of the harder ones (Bridges and Woolcock 2019). Interviews with state officials 
revealed that frontline staff increasingly focused their time and energies on those constituent variables that 
they discerned were easiest to accomplish (for example, dispensing vitamin supplements) over those that 
were harder or slower—typically those that involved a plethora of “pesky human elements,” such as lower-
ing maternal mortality or increasing contraceptive use. In selecting certain outcomes for measurement and 
managing these alone, others inevitably end up being sidelined.

Likewise, a recent report on results-based financing (RBF) in the education sector (Dom et al. 2020) 
finds evidence of a “diversion risk” associated with the signposting effect of certain reward indicators, with 
important areas deprioritized because of the RBF incentive. For example, in Mozambique, they find that an 
emphasis on simple process indicators and a focus on targets appears to have led officials to divert resources 
and attention away from “more fundamental and complex issues,” such as power dynamics in the school 
council, the political appointment of school directors, and teachers’ use of training. Dom et al. also report 
evidence of “cherry-picking risks,” in which less costly or politically favored subgroups or regions see greater 
resources, in part because they are more likely to reach a target. For example, in Tanzania, they find evidence 
that the implementation of school rankings based on exam results was correlated with weaker students not 
sitting, presumably in an effort by the schools to raise average exam pass rates.

This tendency becomes a particular issue when the sidelined outcomes end up being the ones we care 
most about. Andrew Natsios (2011), the former administrator of the United States Agency for International 
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Development (USAID, an organization charged with “demonstrating the impact of every aid cent that 
Congress approves”), argues compellingly that the tendency in aid and development toward what he calls 
“obsessive measurement disorder” is a manifestation of a core dictum among field-based development 
practitioners—namely, “that those development programs that are most precisely and easily measured are 
the least transformational, and those programs that are most transformational are the least measurable.” The 
change we often desire most is in very difficult-to-measure aspects, such as people’s habits, cultural norms, 
leadership characteristics, and mindsets.

This reality is also aptly illustrated in many anticorruption efforts, where imported solutions have man-
aged to change the easy-to-measure—new legislation approved, more cases brought, new financial systems 
installed, more training sessions held—but have failed to shift cultural norms regarding the unacceptability 
of whistleblowing or the social pressures for nepotism (Andrews 2013). Failure to measure and therefore 
manage these informal drivers of the problem ensures that any apparent reduction in fund abuses tends to be 
short-lived or illusory.

This phenomenon is hardly limited to poor countries. A more brutal example of how what cannot be 
measured does not get managed, with disastrous results, can be found in the United Kingdom’s National 
Health System (NHS). While investigating the effects of competition in the NHS, Propper, Burgess, and 
Gossage (2008) discovered that the introduction of interhospital competition improved waiting times 
while also substantially increasing the death rate following emergency heart attacks. The reason for this 
was that waiting times were being measured (and therefore managed), while emergency heart-attack 
deaths were not tracked and were thus neglected by management. The result was shorter waiting times but 
more deaths as a result of the choice of measure. The authors note that the issue here was not intent but 
the extent to which one target consumed managerial attention to the detriment of all else; as they note, 
it “seems unlikely that hospitals deliberately set out to decrease survival rates. What is more likely is that 
in response to competitive pressures on costs, hospitals cut services that affected [heart-attack] mortality 
rates, which were unobserved, in order to increase other activities which buyers could better observe” 
(Propper, Burgess, and Gossage 2008).

More recently, in October 2019, the Global Health Security Index sought to assess which countries 
were “most prepared” for a pandemic, using a model that gave the highest ranking to the United States 
and the United Kingdom, largely on the basis of these countries’ venerable medical expertise and tech-
nical infrastructure, factors which are readily measurable (McCarthy 2019). Alas, the model did not fare 
so well when an actual pandemic arrived soon thereafter: a subsequent analysis, published in The Lancet 
on the basis of pandemic data from 177 countries between January 2020 and September 2022, found that 
“pandemic-preparedness indices . . . were not meaningfully associated with standardised infection rates or 
IFRs [infection/fatality ratios]. Measures of trust in the government and interpersonal trust, as well as less 
government corruption, had larger, statistically significant associations with lower standardised infection 
rates” (Bollyky et al. 2022, 1).

Needless to say, variables such as “trust” and “government corruption” are hard to measure, are hard 
to incorporate into a single theory anticipating or informing a response to a pandemic, and map awk-
wardly onto any corresponding policy instrument. For present purposes, the inference we draw from 
these findings is not that global indexes have no place; rather, they suggest the need, from the outset, 
for curating a broad suite of data when anticipating and responding to complex policy challenges, the 
better to promote real-time learning. Doubling down on what can be readily measured limits the space 
for eliciting those “unobserved” (and perhaps unobservable) factors that may turn out to be deeply 
consequential.

Outcome 3: An Undue Emphasis on Data Inhibits Understanding of the Foundational 
Problem(s)

An indiscriminate emphasis on aggregated, quantitative data can erode important nuances about the root 
causes of the problems we want to fix, thereby hampering our ability to craft appropriate solutions and 
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undermining the longer-term problem-solving capabilities of an organization. All too often, the designation 
of indicators and targets has the effect of causing people to become highly simplistic about the problems they 
are trying to address. In such circumstances, what should be organizational meetings held to promote learn-
ing and reflection on what is working and what is not instead become efforts in accounting and compliance 
(Honig and Pritchett 2019). Reporting, rather than learning, is incentivized, and management increasingly 
focuses on meeting target numbers rather than solving the problem. Our concern here is that, over time, this 
tendency progressively erodes an organization’s problem-solving capabilities.

The education sector is perhaps the best illustration of this: time and again practitioners have sought to 
codify “learning,” and time and again this has resulted in an obfuscation of the actual causes underlying the 
problem. In a well-intentioned effort to raise academic performance, “the standards movement” in educa-
tion promoted efforts hinged on quantitative measurement, as reported in the league tables of the Program 
for International Student Assessment (PISA).16 PISA runs tests in mathematics, reading, and science every 
three years with groups of 15-year-olds in countries around the world. Testing on such a scale requires a level 
of simplicity and “standardization,” thus the emphasis is on written examinations and the extensive use of 
multiple-choice tests so that students’ answers can be easily codified and processed (Robinson and Aronica 
2015). Demonstrating competence in fundamental learning tasks certainly has its place, but critics have 
increasingly argued that such tests are based on the incorrect assumption that what drives successful career 
and life outcomes is the kind of learning that is capable of being codified via a standardized test (Claxton and 
Lucas 2015; Khan 2012).

In reality, the gap between the skills that children learn and are tested for and the skills that they need 
to excel in the 21st century is becoming more obvious. The World Economic Forum noted in 2016 that the 
traditional learning captured by standardized tests falls short of equipping students with the knowledge 
they need to thrive.17 Yong Zhao (2012), the presidential chair and director of the Institute for Global and 
Online Education in the College of Education at the University of Oregon, points out that there is an inverse 
relationship between those countries that excel in PISA tests and those that excel in aspects like entrepre-
neurism, for example (see figure 4.1).

While a focus on assessing learning is laudable—and a vast improvement over past practices (for 
example, in the Millennium Development Goals) of merely measuring attendance (World Bank 2018)—for 
present purposes the issue is that the drivers of learning outcomes are far more complex than a quantifi-
able content deficit in a set of subjects. This is increasingly the case in the 21st century, which has brought a 
need for new skills and mindsets that go well beyond the foundational numeracy and literacy skills required 
during the Industrial Revolution (Robinson and Aronica 2015). A survey of chief human resources and 
strategy officers by the World Economic Forum (2016) finds a significant shift between 2015 and 2020 in the 
top skills future workers will need, with “habits of mind” like critical thinking, creativity, emotional intelli-
gence, and problem solving ranking well ahead of any specific content acquisition. None of this is to say that 
data do not have a role to play in measuring the success of an educational endeavor. Rather, the data task in 
this case needs to be informed by the complexity of the problem and the extent to which holistic learning 
resists easy quantification.18

Finally, relying exclusively on high-level aggregate data can result in presuming uniformity in 
underlying problems and thus lead to the promotion of simplistic and correspondingly generic solu-
tions. McDonnell (2020) notes, for example, that because many developing countries have relatively 
high corruption scores, an unwelcome outcome has been that all the institutions in these countries tend 
to be regarded by would-be reformers as similarly corrupt and uniformly ineffectual. In her impressive 
research on “clusters of effectiveness,” however, she offers evidence of the variation in public-sector 
performance within states, noting how the aggregated data on “corruption” masks the fact that the 
difference in corruption scores between Ghana’s best- and worst-rated state agencies approximates the 
difference between Belgium (WGI = 1.50) and Mozambique (WGI = −0.396), in effect “spanning the 
chasm of so-called developed and developing worlds.” The tendency of reform actors to be guided by 
simplistic aggregate indicators—such as those that are used to determine a poor country’s “fragility” 
status and eligibility for International Development Association (IDA) funding—has prevented a more 
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detailed and context-specific understanding of the lessons that could be drawn from positive outlier 
cases, or what McDonnell refers to as “the thousand small revolutions quietly blooming in rugged and 
unruly meadows.”19

Outcome 4: Pressure to Manipulate Key Indicators Leads to Falsification and 
Unwarranted Impact Claims

As an extension of our previous point regarding how the easy-to-measure can become the yardstick for 
success, it is important to acknowledge that public officials are often under extreme pressure to demon-
strate success in selected indicators. Once data themselves, rather than the more complex underlying reality, 
become the primary objective by which governments publicly assess (and manage) their “progress,” it is 
inevitable that vast political pressure will be placed on these numbers to bring them into alignment with 
expectations, imperatives, and interests. Similar logic can be expected at lower units of analysis (for example, 
field offices), where it tends to be even more straightforward to manipulate data entry and analysis. This, in 
turn, contributes to a perverse incentive to falsify or skew data, to aggregate numbers across wildly different 
variables into single indexes, and to draw unwarranted inferences from them.

This risk is particularly acute, for instance, when annual global rankings are publicly released 
(assessing, for example, a country’s “investment climate,” “governance,” and gender equity), thereby 
shaping major investment decisions, credit ratings, eligibility for funding from international agencies, 
and the fate of senior officials charged with “improving” their country’s place in these global league 
tables. Readers will surely be aware of the case at the World Bank in September 2021, when an exter-
nal review revealed that the Doing Business indicators had been subject to such pressure, with alter-
ations made to certain indicators from certain countries (WilmerHale 2021). Such rankings are now 

FIGURE 4.1 Country Scores on Program for International Student Assessment 
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omnipresent, and if they are not done by one organization, they will inevitably be done by another. 
Even so, as the Economist (2021) magazine concluded, some might regard the Doing Business episode 
as “proof of ‘Goodhart’s law,’ which states that when a measure becomes a target, it ceases to be a good 
measure.” At the same time, it pointed out that there is a delicate dance to be done here, since “the 
Doing Business rankings were always intended to motivate as well as measure, to change the world, not 
merely describe it,” and “if these rankings had never captured the imagination of world leaders, if they 
had remained an obscure technical exercise, they might have been better as measures of red tape. But 
they would have been worse at cutting it.”

Such are the wrenching trade-offs at stake in such exercises, and astute public administrators need to 
engage in them with their eyes wide open. Even (or especially) at lower units of analysis, where there are 
perhaps fewer prying eyes or quality-control checks, the potential is rife for undue influence to be exerted on 
data used for political and budgetary-allocation purposes. Fully protecting the integrity of data collection, 
collation, and curation (in all its forms) should be a first-order priority, but so, too, is the need for deploying 
what should be standard “risk diversification” strategies on the part of managers—namely, not relying on 
single numbers or methods to assess inherently complex realities.

PRINCIPLES FOR AN EXPANSIVE, QUALIFIED DATA SUITE THAT FOSTERS 
PROBLEM SOLVING AND ORGANIZATIONAL LEARNING

In response to the four risks identified above, we offer a corresponding set of cross-cutting principles 
for addressing them. Figure 4.2 summarizes the four risks in the left-hand column and presents the 
principles as vertical text on the right, illustrating the extent to which the principles, when applied in 
combination, can serve to produce a more balanced data suite that prioritizes problem solving and 
learning.

FIGURE 4.2 Four Risks with Corresponding Principles for Mitigating Them to 
Ensure a Balanced Data Suite
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Principle 1: Identify and Manage the Organizational Capacity and Power Relations That 
Shape Data Management

The data collection and curation process takes place not in isolation but in a densely populated political and 
institutional ecosystem. It is difficult, expensive, and fraught work; building a professional team capable of 
reliably and consistently doing this work—from field-level collection and curation at headquarters to techni-
cal analysis and policy interpretation—will be as challenging as it is in every other public sector organization. 
Breakdowns can happen at any point, potentially compromising the integrity of the entire endeavor. For this 
reason, it is important for managers not just to hire those with the requisite skills but to cultivate, recog-
nize, and reward a professional ethos wherein staff members can do their work in good faith, shielded from 
political pressure. Such practices, in turn, need to be protected by clear, open, and safe procedures for staff to 
report undue pressure, complemented by accountability to oversight or advisory boards comprising external 
members selected for their technical expertise and professional integrity. In the absence of such mechanisms, 
noble aspirations for pursuing an “evidence-based policy” agenda risk being perceived as means of providing 
merely “policy-based evidence.”

The contexts within or from which data are collected are also likely to be infused with their own socio-
political characteristics. Collecting data on the incidence of crime and violence, for example, requires police 
to faithfully record such matters and their response to them, but they must do so in an environment where 
there may be strong pressure to underreport, whether because of personal safety concerns, lack of adminis-
trative resources, or pressure to show that a given unit’s performance is improving (where this is measured 
by showing a “lower incidence” of crime). In this respect, good diagnostic work will reveal the contours of 
the institutional and political ecosystem wherein the data work will be conducted and the necessary authori-
zation, financing, and protection sought; it will also help managers learn how to understand and successfully 
navigate this space.20 The inherent challenges of engaging with such issues might be eased somewhat if those 
closest to them see data deployment not as an end in itself or an instrument of compliance but as a means 
to higher ends—namely, learning, practical problem solving, and enhancing the quality of policy options, 
choices, and implementation capability.21

A related point is that corresponding efforts need to be made to clearly and accurately communicate to 
the general public those findings that are derived from data managed by public administrators, especially 
when these findings are contentious or speak to inherently complex issues. This has been readily apparent 
during the COVID-19 pandemic, with high-stakes policy decisions (for example, requiring vulnerable pop-
ulations to forgo income) needing to be made on the basis of limited but evolving evidence. Countries such 
as Vietnam have been praised for the clear and consistent manner in which they issued COVID-19 response 
guidelines to citizens (Ravallion 2020), but the broader point is that even when the most supported decisions 
are based on the best evidence generated by the most committed work environments, it remains important 
for administrators to appreciate that the very act of large-scale measurement and empirical interpretation, 
especially when enacted by large public organizations, can potentially be threatening to or misunderstood by 
the very populations they are seeking to assist.

Principle 2: Focus Quantitative Measures of Success on Those Aspects That Are Close 
to the Problem

If we wish to guard against the tendency to falsely ascribe success based on the achievement of poorly 
selected indicators, then we should ensure that any indicators used to claim or deny reform success are as 
readily operational and close to the service delivery problem as possible. Output and process indicators are 
useful in their own ways, but we should not make the mistake of conflating their achievement with “problem 
fixed.” There are often strong institutional incentives to claim reform success based on whether a new mech-
anism or oversight structure has been created, a new law has been passed, or a percentage of participation 
has been achieved, but if meaningful change is sought, these incentives need to be countered. All of these 
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measures are changes in form that, while useful as indicators of outputs being met, can be achieved (and have 
been in the past) without any attendant functional shifts in the underlying quality of service delivery.

Officials can guard against this tendency by taking time to ensure that an intervention is focused on 
specific problems, including those that matter at a local level, and that the intervention’s success and its 
attendant metrics are accurate measures of the problems being fixed. Tools like the Problem-Driven Iterative 
Adaptation (PDIA) Toolkit, designed by members of the Building State Capability program at the Center for 
International Development (CID) at Harvard University, can help guide practitioners in this process.22 The 
PDIA approach is designed to help practitioners break down their problems into root causes, identify entry 
points, search for possible solutions, take action, reflect upon what they have learned, adapt, and then act 
again. By embedding any intervention in such a framework, practitioners can ensure that success metrics are 
well linked to functional responses to locally felt problems.

Whatever tool is applied, the goal should be to arrive at metrics of success that represent a compelling 
picture of the root performance problem being addressed (and hopefully solved). So, for example, in our 
education example, metrics such as the number of teachers hired, the percentage of the budget dedicated to 
education, and the number of schools built are all output measures that say nothing about actual learning. 
Of course, there are assumptions that these outputs lead to children’s learning, but as many recent studies 
now show, such assumptions are routinely mistaken; these indicators can be achieved even as actual learning 
regresses (Pritchett 2013; World Bank 2018). By contrast, when a robust measure of learning—in this case, 
literacy acquisition—was applied in India, it allowed implementers to gain valuable insights about which 
interventions actually made a difference, revealing that teaching to a child’s actual level of learning, not their 
age or grade, led to marked and sustained improvements. Crucially, such outcomes are the result of carefully 
integrated qualitative and quantitative approaches to measurement (Banerjee et al. 2016).

Going further, various cross-national assessments around the world are trying to tackle the complex 
challenge of finding indicators that measure learning not just in the acquisition of numeracy, science, and 
literacy skills but in competencies that are increasingly valuable in the 21st century: grit, curiosity, commu-
nication, leadership, and compassion. PISA, for example, has included an “innovative domain” in each of its 
recent rounds, including creative problem solving in 2012, collaborative problem solving in 2015, and global 
competence in 2018. In Latin America, the Latin American Laboratory for Assessment of the Quality of 
Education (LLECE) included a module on socioemotional skills for the first time in its assessment of sixth-
grade students in 2019, focusing on the concepts of conscience, valuing others, self-regulation, and self-man-
agement (Global Partnership for Education 2020). Much tinkering remains to be done, but the increase in 
assessments that include skills and competencies such as citizenship (local and global), socioemotional skills, 
information and communication technology literacy, and problem solving is a clear indication of willingness 
to have functional measures of success, capturing outcomes that matter.

In summary, then, public administrators who wish to guard against unwarranted impact claims and ensure 
metrics of success are credible can begin by making sure that an intervention itself is focused on a specific 
performance problem that is locally prioritized and thereafter ensure that any judgment of that intervention’s 
success or failure is based not on output or process metrics but on measures of the problems being fixed. And 
having ensured that measures of success are functional, practitioners must allow for flexibility of implementation 
where possible so strategies can shift if it becomes clear from the collected data that they are not making progress 
toward fixing the problem, possibly due to mistaken assumptions regarding their theory of change.

Principle 3: Embrace an Active Role for Qualitative Data and a Theory of Change

The issues we have raised thus far, we argue, imply that public administrators should adopt a far more expan-
sive concept of what constitutes “good data”—namely, one that includes insights from theory and qualitative 
research. Apprehending complex problems requires different forms and sources of data; correctly interpret-
ing empirical findings requires active dialogue with reasoned expectations about what outcomes should be 
attained by when. Doing so helps avoid creating distortions that can generate (potentially wildly) misleading 
claims regarding “what’s going on and why” and “what should be done.”
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Specifically, we advocate for the adoption of a complementary suite of data forms and sources that favors 
flexibility, is focused on problem solving (as opposed to being an end in itself), and values insights derived 
from seasoned experience. In the examples we have explored above, reliance on a single form of data (some-
times even a single number) rendered projects vulnerable to political manipulation, unwarranted conclu-
sions, and an inability to bear the decision-making burdens thrust upon them. More constructively, it was 
the incorporation of alternative methods and data in dialogue with a reasoned theory of change that enabled 
decision-makers to anticipate and address many of these same concerns.

To this end, we have sought to get beyond the familiar presumption that the primary role of qualitative 
data and methods in public administration research (and elsewhere) is to provide distinctive insights into 
the idiosyncrasies of an organization’s “context” and “culture” (and thus infuse some “color” and “anec-
dotes” for accompanying boxes).23 Qualitative approaches can potentially yield unique and useful material 
that contributes to claims about whether policy goals are being met and delivery processes duly upheld 
(Cartwright 2017); they can be especially helpful when the realization of policy goals requires integrat-
ing both adaptive and technical approaches to implementation—for example, responding to COVID-19. 
But perhaps the more salient contributions of qualitative approaches, we suggest, are to explore how, 
for whom, and from whom data of all kinds are deployed as part of broader imperatives to meet political 
requirements and administrative logics in a professional manner and to elicit novel or previously “unob-
served” variables shaping policy outcomes.

Principle 4: Protect Space for Judgment, Discretion, and Deliberation

Our caution is against using data reductively: as a replacement or substitute for managing. Management 
must be about more than measuring. A good manager needs to be able to accommodate the immeasurable 
because so much that is important to human thriving is in this category; dashboards etc. certainly have their 
place, but if these were all that was needed, then “managing” could be conducted by machines. We all know 
from personal experience that the best managers and leaders take a holistic interest in their staff, taking the 
time and making the effort to understand the subtle, often intangible processes that connect their respective 
talents. As organizational management theorist Henry Mintzberg (2015) wisely puts it,

Measuring as a complement to managing is a fine idea: measure what you can; take 
seriously what you can’t; and manage both thoughtfully. In other words: If you can’t 
measure it, you’ll have to manage it. If you can measure it, you’ll especially have to manage 
it. Have we not had enough of leadership by remote control: sitting in executive offices 
and running the numbers—all that deeming and downsizing?24

Contrary to the “what can’t be measured can’t be managed” idea, we can manage the less measurable if 
we embrace a wider set of tools and leave space for judgment. The key for practitioners is to begin with a rec-
ognition that measurability is not an indicator of significance and that professional management involves far 
more than simply “running the numbers,” as Mintzberg puts it. Perhaps the most compelling empirical case 
for the importance of “navigating by judgment” in public administration has been made by Honig (2018), in 
which he shows—using a mix of quantitative data and case study analysis—that the more complex the policy 
intervention, the more necessary it becomes to grant discretionary space to frontline managers, and the 
more necessary such discretion is to achieving project success. Having ready access to relevant, high-quality 
quantitative data can aid in this “navigation,” but true navigation requires access to a broader suite of empir-
ical inputs.

In a similar vein, Ladner (2015, 3) points out that “standard performance monitoring tools are not 
suitable for highly flexible, entrepreneurial programs as they assume that how a program will be imple-
mented follows its original design.” To avoid “locking in” a theory of change that prevents exploration 
or responsive adaptation, some practitioners have provided helpful suggestions for how to use various 
planning frameworks in ways that support program learning.25 The Building State Capability team high-
lights lighter-touch methods, such as their PDIA “check-ins,” which include a series of probing questions 
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to assist teams in capturing learning and maximizing adaptation. Teskey and Tyrrel (2017) recommend 
participating in regularized formal and informal Review and Reflection (R&R) points, during which a 
contractor can demonstrate how politics, interests, incentives, and institutions were systematically con-
sidered in problem selection and design and, in turn, justify why certain choices were made to stop, drop, 
halt, or expand any activity or budget during implementation. The common connection across all these 
tools is that they seek to carve out meaningful space for qualitative data and the hard-won insights born 
out of practical experience.

In summary, then, public administrators can embed the recognition that management must be about 
more than measuring by first recognizing that whatever they choose to measure will inevitably create 
incentives to neglect processes and outcomes that cannot be measured (or are hard to measure) but are 
nonetheless crucial for discerning whether, how, where, and for whom policies are working. Following 
that recognition, they need to be very careful about what they choose to measure. Second, they can 
actively identify what they cannot (readily) measure that matters and take it seriously, developing strate-
gies to manage that as well. A key part of those strategies will be that they create space for judgment, qual-
itative data inputs, and the practical experience of embedded individuals (focus group discussions, case 
studies, semi-structured interviews, review and reflection points, etc.) and treat these inputs as equally 
valid alongside more quantitative ones. As far as longer-term strategies to manage the immeasurable, 
administrations can work toward developing organizational systems that foster navigation. Such systems 
might include, for example, a management structure that delegates high levels of discretion to allow those 
on the ground the ability to navigate complex situations, recruitment strategies that foster high numbers 
of staff with extensive context-specific knowledge, and systems of monitoring and learning that encourage 
the routine evaluation of theory with practice.

CONCLUSION

Quantitative measurement in public administration is undoubtedly a critical arrow in the quiver of any 
attempt to improve the delivery of public services. And yet, since not everything that matters can be mea-
sured and not everything that can be measured matters, a managerial emphasis on measurement alone 
can quickly and inadvertently generate unwanted outcomes and unwarranted conclusions. In the everyday 
practices of public administration, effective and professional action requires forging greater complementarity 
between different epistemological approaches to collecting, curating, analyzing, and interpreting data. We 
fully recognize that this is easier said than done. The risks of reductive approaches to measurement are not 
unknown, and yet simplified appeals to “what gets measured gets managed” persist because they offer man-
agers a form of escape from those “pesky human elements” that are difficult to understand and even more so 
to shift.

Most public administrators might agree in principle that a more balanced data suite is necessary to 
navigate their professional terrain, yet such aspirations are too often honored in the breach: under sufficient 
pressure to “deliver results,” staff from the top to the bottom of an organization are readily tempted to reverse 
engineer their behavior in accordance with what “the data” say (or can be made to say). Management as mea-
surement is tempting for individuals and organizations that fear the vulnerability of their domain to unfa-
vorable comparison with other (more readily measurable and “legible”) domains, as well as the complexity 
of problem solving and the necessity of subjective navigation that it often entails. But given how heavily 
institutional and sociopolitical factors shape how data are collected, how well they are collected and curated, 
and how they can be manipulated for unwarranted purposes, a simplistic approach to data as an easy fix is 
virtually guaranteed to obscure learning and hamper change efforts. If administrations genuinely wish to 
build their problem-solving capabilities, then access to more and better quantitative data will be necessary, 
but it will not be sufficient.
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Beginning with an appreciation that much of what matters cannot be (formally) measured, public 
administration must routinely remind itself that promoting and accessing data is not an end in itself: data’s 
primary purpose is not just monitoring processes, compliance, and outcomes, but contributing to problem 
solving and organizational learning. More and better data will not fix a problem if the absence of such data 
is not itself the key problem or the “binding constraint.” Administrations that are committed to problem 
solving, therefore, will need to embed their measurement task in a broader problem-driven framework, inte-
grate complementary qualitative data, and value embedded experience in order to apprehend and interpret 
complex realities more accurately. Their priority in undertaking good diagnostic work should be to identify 
and deconstruct key problems, using varied sources of data, and then to track and learn from potential solu-
tions authorized and enacted in response to the diagnosis. Accurate inferences for policy and practice are not 
derived from data alone; close interaction is required between data (in various forms), theory, and experi-
ence. In doing all this, public administrators will help mitigate the distortionary (and ultimately self-defeat-
ing) effects of managing only that which is measured.

NOTES

 Our thanks to Galileu Kim, Daniel Rogger, Christian Schuster, and participants at an authors’ workshop for helpful 
comments and constructive suggestions. More than 20 years of collaboration with Vijayendra Rao have also deeply shaped 
the views expressed herein. Remaining errors of fact or interpretation are solely ours.

1. See, for example, former USAID Administrator Andrew Natsios (2011), citing Lord Wellington in 1812 on the insidious 
manner in which measures of “accountability” can compromise rather than enable central policy objectives (in Wellington’s 
case, winning a war). For his part, Stiglitz has argued that “what you measure affects what you do. If you don’t measure the 
right thing, you don’t do the right thing” (quoted in Goodman 2009). Pritchett (2014), exemplifying this point, notes (at 
least at the time of his writing) that the Indian state of Tamil Nadu had 817 indicators for measuring the delivery of public 
education but none that actually assessed whether students were learning. In this instance, an abundance of “measurement” 
and “data” was entirely disconnected from (what should have been) the policy’s central objective. In many cases, however, 
it is not always obvious, especially ex ante, what constitutes the “right thing” to measure—hence the need for alternative 
methodological entry points to elicit what this might be.

2. Social science methodology courses classically distinguish between four key issues that are at the heart of efforts to make 
empirical claims in applied research: construct validity (the extent to which any concept, such as “corruption” or “poverty,” 
matches particular indicators), internal validity (the extent to which causal claims have controlled for potential confound-
ing factors, such as sample selection bias), external validity (the likelihood that claims are generalizable at larger scales and 
to more diverse populations or novel contexts), and reliability (the extent to which similar findings would be reported if 
repeated or replicated by others). See, among many others, Johnson, Reynolds, and Mycoff (2019). Of these four issues, 
qualitative methods are especially helpful in ensuring construct validity, since certain terms may mean different things 
to different people in different places, complicating matters if one seeks to draw comparisons across different linguistic, 
cultural, or national contexts. In survey research, for example, it is increasingly common to include what is called an 
“anchoring vignette”—a short, real-world example of the phenomenon in question, such as an instance of corruption by a 
government official at a port—before asking the formal survey question so that cross-context variations in interpretation 
can be calibrated accordingly (see, among others, King and Wand 2007). Qualitative methods can also contribute to consid-
erations pertaining to internal validity (Cartwright 2017) and external validity—helping to identify the conditions under 
which findings “there” might apply “here” (Woolcock 2018; see also Cartwright and Hardie 2012).

3. If such agencies or departments do in fact happen to perform especially strongly—in the spirit of the “positive deviance” 
cases of government performance in Ghana provided in McDonnell (2020)—then it would be useful to understand how 
and why this has been attained. For present purposes, our point is that, perhaps paradoxically, we should not expect, ex 
ante, that agencies or departments in the business of collecting and curating data for guiding policy and performance 
should themselves be exemplary exponents of the deployment of that data to guide their own performance—because doing 
this is a separate ontological task, requiring distinct professional capabilities. Like the proverbial doctors, if data analysts 
cannot “heal themselves,” we should not expect other public agencies to be able to do so merely by “infusing them with 
more and better data.”

4. A special issue of The Journal of Development Studies, 51.2, was dedicated to this problem. For example, on the enduring 
challenges associated with agricultural data—another sector with a long history of data collection experience—see Carletto, 
Jolliffe, and Banerjee (2015).



THE GOVERNMENT ANALYTICS HANDBOOK76

 5. The adage is popularly known as GIGO: garbage in, garbage out.
 6. See the evolution in early work on gender inclusion in rural India and subsequent work (Ban and Rao 2008; Duflo 2012; 

Sanyal and Rao 2018).
 7. This does not mean, of course, that nothing can be said about GEPs after five years—managers and funders would 

surely want to know by this point whether the apparent “no net impact” claim is a result of poor technical design, weak 
implementation, contextual incompatibility, countervailing political pressures, or insufficient time having elapsed. 
Moreover, they would likely be interested in learning whether the GEP’s zero “average treatment effect” is nonetheless 
a process of offsetting outcomes manifest in a high standard deviation (meaning the GEP works wonderfully for some 
groups in some places but disastrously for others) and/or is yielding unanticipated or unmeasured outcomes (whether 
positive or negative). For present purposes, our point is that reliance on a single form and methodological source of data 
is unlikely to be able to answer these crucial administrative questions; with a diverse suite of methods and data, however, 
such questions become both askable and answerable. (See Rao, Ananthpur, and Malik 2017 for an instructive example, 
discussed below.)

 8. One could say that this is a social scientific version of the Heisenberg uncertainty principle, in which the very act of 
measuring something changes it. See also Breckenridge (2014) on the politics and legacy of identity measurement in 
pre- and postcolonial South Africa and Hostetler (2021) on the broader manner in which imposing singular (but often 
alien) measures of time, space, and knowledge enabled colonial administration. More generally, Sheila Jasanoff ’s volu-
minous scholarship shows how science is a powerful representation of reality, which, when harnessed to technology, can 
reduce “individuals to standard classifications that demarcate the normal from the deviant and authorize varieties of social 
control” (Jasanoff 2004, 13).

 9. Among the classic historical texts on this issue are Peasants into Frenchman (Weber 1976) and Imagined Communities 
(Anderson 1983). For more recent discussions, see Lewis (2015) on “the politics and consequences of performance mea-
surement” and Beraldo and Milan (2019) on the politics of big data.

10. This is the finding, for example, from a major empirical assessment of cross-country differences regarding COVID-19 
(Bollyky et al. 2022), wherein—controlling for a host of potential confounding variables—those countries with both high 
infections and high fatalities are characterized by low levels of trust between citizens and their governments and between 
each other. See further discussion of this study and its implications below.

11. The British movie I, Daniel Blake provides a compelling example of how even the literate in rich countries can be 
excluded by administrative systems and procedures that are completely alien to them—for example, filling out forms for 
unemployment benefits on the internet that require users to first “log on” and then “upload” a “CV.” The limits of formal 
measurement to bring about positive policy change has long been recognized; when the Victorian-era writer George 
Eliot was asked why she wrote novels about the lives of the downtrodden rather than contributing to official government 
reports more formally documenting their plight, she astutely explained that “appeals founded on generalizations and 
statistics require a sympathy ready-made, a moral sentiment already in activity” (quoted in Gill 1970, 10). Forging such 
Smithian “sympathy” and “moral sentiment” is part of the important antecedent work that renders “generalizations and 
statistics” legible and credible to those who might otherwise have no reason for engaging with, or experience interpret-
ing, such encapsulations of reality.

12. We fully recognize that, in principle, econometricians have methods available to identify both outcome heterogeneity 
and the factors driving it. Even so, if local average treatment effects are reported as zero, the “no impact” conclusion is 
highly likely to be the (only) key takeaway message. The primary benefit of incorporating both qualitative and econo-
metric methods is the capacity of the former to identify factors that were not anticipated in the original design (see Rao 
2022). In either case, Ravallion’s (2001) injunction to “look beyond averages” when engaging with complex phenomena 
is worth being heeded by all researchers (and those that interpret researchers’ findings), no matter their disciplinary or 
methodological orientations.

13. On the use of mixed methods in process evaluations, see Rogers and Woolcock (2023).
14. The six pillars were: maternal, newborn, and child health; childhood essential medicines and increasing treatment of 

important childhood diseases; improving child nutrition; immunization; malaria control; and the elimination of mother-
to-child transmission of human immunodeficiency virus (HIV).

15. A PforR is one of the World Bank’s three financing instruments. Its unique features are that it uses a country’s own 
institutions and processes and links disbursement of funds directly to the achievement of specific program results. 
Where “traditional” development interventions proceed on the basis of ex ante commitments (for example, to designat-
ed “policy reforms” or to the adoption of procedures compliant with international standards), PforR-type interventions 
instead reward the attainment of predetermined targets, typically set by extrapolating from what recent historical trajec-
tories have attained. According to the Project Appraisal Document for SOML, “each state would be eligible for a grant 
worth $325,000 per the percentage point gain they made above average annual gain in the sum of six indicators of health 
service coverage.” The six indicators were: vitamin A, Pentavalent3 immunization, use of insecticide-treated nets (ITNs) 
by children under five, skilled birth attendance, contraceptive prevalence rate, and the prevention of mother-to-child 
transmission of HIV.

16. These tables are based on student performance in standardized tests in mathematics, reading, and science, which are ad-
ministered by the Paris-based Organisation for Economic Co-operation and Development (OECD).
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17. A summary of the report explains that

whereas negotiation and flexibility are high on the list of skills for 2015, in 2020 they will begin to drop 
from the top 10 as machines, using masses of data, begin to make our decisions for us. A survey done by 
the World Economic Forum’s Global Agenda Council on the Future of Software and Society shows people 
expect artificial intelligence machines to be part of a company’s board of directors by 2026. Similarly, active 
listening, considered a core skill today, will disappear completely from the top 10. Emotional intelligence, 
which doesn’t feature in the top 10 today, will become one of the top skills needed by all. (Gray 2016)

 See also Soffel (2016).
18. Many companies and tertiary institutions are ahead of the curve in this regard. Recently, over 150 of the top private high 

schools in the US, including Phillips Exeter Academy and the Dalton School—storied institutions that have long relied 
on the status conveyed by student ranking—have pledged to shift to new transcripts that provide more comprehensive, 
qualitative feedback on students while ruling out any mention of credit hours, GPAs, or A–F grades. And colleges—the 
final arbiters of high school performance—are signaling a surprising willingness to depart from traditional assessments 
that have been in place since the early 19th century. From Harvard and Dartmouth to small community colleges, more than 
70 US institutions of higher learning have weighed in, signing formal statements asserting that competency-based tran-
scripts will not hurt students in the admissions process. See the “College Admissions” page on the New England Secondary 
School Consortium website: http://www.newenglandssc.org/resources/college-admissions/.

19. See Milante and Woolcock (2017) for a complementary set of dynamic quantitative and qualitative measures by which a 
given country might be declared a “fragile” state.

20. For development-oriented organizations, a set of tools and guidelines for guiding this initial assessment according to a 
political economy analysis (PEA) framework—crafted by USAID and ODI (London) and adopted by certain parts of the 
World Bank—is Thinking and Working Politically through Applied Political Economy Analysis: A Guide for Practitioners 
(Rocha Menocal et al. 2018). Its key observations include the following. First, a well-designed process of policy 
implementation should answer not only the technical question of what needs to be done but also how it should be done. 
Second, in-depth understanding of the political, economic, social, and cultural forces needs to supplement technical 
analysis to achieve successful policy implementation. Third, PEA should incorporate three pillars: the foundational 
factors (geography, natural resource occurrence, national borders), the “rules of the game” (institutions at the formal 
[political system, administrative structure, and law] and the informal [social and cultural norms] levels), and the “here 
and now” (current leaders, geopolitical situation, and natural hazards). Fourth, it is crucial to pay attention to the insti-
tutions, the structure of incentives, and the constraints, as well as the gains and losses of all the actors involved in policy 
implementation, including those outside of the traditional purview of development organizations. Fifth, policy solutions 
should be adjusted to political realities encountered on the ground in an iterative and incremental fashion. And finally, 
the evaluation of policy success should be extended to incorporate “process-based indicators,” including trust and 
quality of relationship. Hudson, Marquette, and Waldock (2016) offer a guide for “everyday political analysis,” which 
introduces a stripped-back political-analysis framework designed to help frontline practitioners make quick but politically 
informed decisions. It aims to complement more in-depth political analysis by helping programming staff to develop the 
“craft” of political thinking in a way that fits their everyday working practices.

21. On the application of such efforts to the case of policing in particular, see Sparrow (2018).
22. The PDIAtoolkit: A DIY Approach to Solving Complex Problems (Samji et al. 2018) was designed by members of 

Harvard’s Building State Capability program to guide government teams through the process of identifying, decon-
structing, and solving complex problems. See in particular the section “Constructing your problem,” which guides 
practitioners through the process of defining a problem that matters and building a credible, measurable vision of what 
success would look like.

23. As anthropologist Mike McGovern (2011, 353) powerfully argues, taking context seriously

is neither a luxury nor the result of a kind of methodological altruism to be extended by the soft-hearted. 
It is, in purely positivist terms, the epistemological due diligence work required before one can talk mean-
ingfully about other people’s intentions, motivations, or desires. The risk in foregoing it is not simply that 
one might miss some of the local color of individual “cases.” It is one of misrecognition. Analysis based on 
such misrecognition may mistake symptoms for causes, or two formally similar situations as being com-
parable despite their different etiologies. To extend the medical metaphor one step further, misdiagnosis is 
unfortunate, but a flawed prescription based on such a misrecognition can be deadly.

 More generally, see Hoag and Hull (2017) for a summary of the anthropological literature on the civil service. Bailey 
(2017) provides a compelling example of how insights from qualitative fieldwork help explain the strong preference among 
civil servants in Tanzania for providing new water infrastructure projects over maintaining existing ones. Though a basic 
benefit-cost analysis favored prioritizing maintenance, collective action problems among civil servants themselves, the 
prosaic challenges of mediating local water management disputes overseen by customary institutions, and the performance 
targets set by the government all conspired to create suboptimal outcomes.

http://www.newenglandssc.org/resources/college-admissions/�
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24. Says Mintzberg (2015): “Someone I know once asked a most senior British civil servant why his department had to do so 
much measuring. His reply: ‘What else can we do when we don’t know what’s going on?’ Did he ever try getting on the 
ground to find out what’s going on? And then using judgment to assess that?”

25. Teskey (2017) and Wild, Booth, and Valters (2017) give examples of an adaptive logframe, drawn from Department for 
International Development experiences, that sets out clear objectives at the outcome level and focuses monitoring of 
outputs on the quality of the agreed rapid-cycle learning process. Strategy Testing (ST) is a monitoring system that the Asia 
Foundation developed specifically to track programs that are addressing complex development problems through a highly 
iterative, adaptive approach.
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CHAPTER 5

Practical Tools for Effective 
Measurement and 
Analytics
Maria Ruth Jones and Benjamin Daniels

SUMMARY

Increasingly important features of good data analysis are the transparency with which the analysis 
is undertaken and the reproducibility of its results . These features ensure the credibility of analytical 
outputs and policy guidance . The World Bank’s Development Impact Evaluation (DIME) Department 
has developed freely available tools and processes to support the achievement of these best prac-
tices by analysts across the world . These resources include research-cycle frameworks, extensive 
training tools, detailed archives of process and technical guidance, and a collaborative approach 
to data and analytics . The DIME Analytics team continuously updates many of these resources and 
makes them available globally as a free knowledge product . This chapter describes the frame-
works, the approach, and the products that are available to bring these best practices into any 
organization that relies on data analytics for decision-making . The chapter provides a discussion of 
how to apply these elements to public administration, thus ensuring that analytics of government 
accord with international best practices .

ANALYTICS IN PRACTICE

 ● For credibility, modern methods for data analysis rely on analysts undertaking their work in a 
 transparent way that ensures their results can be replicated.

 ● Best practices for reproducibility and transparency assure the internal quality and organization of data 
work and provide a template for publishing materials externally when appropriate.

 ● Producing analysis that accords with best practices requires considering the full life cycle of data work, 
such that each stage of handling data can be designed to support the next stages.

Maria Ruth Jones is a senior economist for the World Bank’s Development Impact Evaluation (DIME) Department, where she 
 coordinates DIME Analytics. Benjamin Daniels is a research fellow in the gui2de group at the McCourt School of Public Policy at 
 Georgetown  University, who works with DIME Analytics.
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 ● Development Impact Evaluation (DIME) Analytics, a unit of the DIME Department at the World Bank, 
has developed extensive, publicly available tools and trainings to standardize and promulgate these best 
practices among analysts across the world.

 ● This chapter describes these resources and links to their locations online. It provides a discussion of how 
to apply these elements to public administration, thus ensuring government analytics accord with inter-
national best practices.

INTRODUCTION

The principles of good data analysis and empirical research have been refined over centuries. Today’s ana-
lysts and researchers work in an environment in which adherence to modern standards of analysis is an 
essential part of the credibility of their results. As such standards become more abundant and layered, it 
can be a challenge to keep up to date on best practices. These considerations go beyond the internal analy-
sis of government data and are of general concern to anyone attempting to undertake rigorous analysis.

To support analysts and researchers across the world in understanding and implementing modern 
approaches to data analysis, the World Bank’s Development Impact Evaluation (DIME) Department has created 
a series of resources to support the adoption of best practices in data collection and analysis. The DIME Ana-
lytics unit aims to help data analysts identify inefficiencies and practices that compromise the quality of analysis 
and to develop a workflow that strengthens their work. DIME Analytics creates and tests tools that support 
these practices and provides the training and technical support necessary to sustain their adoption (illustrated 
in figure 5.1). This chapter aims to provide an introduction to the resources (typically free) DIME Analytics 
provides, which are in themselves an introduction to the global frontier of best practices in data analytics.

Creating high-quality data and research outputs is central to generating useful insights to inform public 
administration. DIME Analytics’ resources are well suited to those interested in updating their administra-
tion’s capacity to collect high-quality data and evaluate the impact of public administration reforms. This 
chapter therefore describes protocols for high-quality data collection relevant to all public administration 
data collection efforts and discusses how best practices for reproducible and transparent data collection and 
analysis can establish the credibility of public administration analysis and research.

ESTABLISHING THE CREDIBILITY OF PUBLIC ADMINISTRATION 
MEASUREMENT

The framework of reproducibility, transparency, and credibility has become the basis for empirical research 
and data analysis worldwide. There are several core reasons for the adoption of these principles in the 
academic world, and most of them apply equally to the sphere of policy analysis, design, and governance. In 
academic research, collaborators are often not employed in the same organization, or direct collaboration 
may never occur. These standards have been adopted so that disparate teams and individuals can access, 
reuse, assess, and build upon the work done by other researchers in the ecosystem, even when they do not 
have institutional or personal connections to one another. A similar argument can be made of the many 
distinct units of government administrations.

Reproducible data work is designed so that the materials and processes from a task can be easily reused 
and adapted within and across contexts. Such data work is done with the goals of collaboration and the 
handoff of materials in mind, even if the research materials are not intended for public consumption. 
When analytical processes are designed for collaboration and reuse, they become a form of knowledge 
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accumulation within an organization. By contrast, data processes that are completed as “one-off ” tasks—
nonreproducible processes that cannot be transferred to other people after completion—cannot transfer 
workflow improvements and efficiencies to other tasks. Reproducible data work also enables more peo-
ple to work on a task because the tools can be handed off among individuals on the team; it also enables 
more people to conduct quality control over the work of others, which is a built-in feature of reusing others’ 
work.

Transparent work is designed so the materials and processes from a task can be understood and used 
by individuals not involved in the original task. In research, this often means publishing or releasing code, 
data, and documentation to the general public (or under license to other researchers). However, publica-
tion is not the most important aspect of transparent work. The essential characteristic of transparent work 
is that the documentation of all steps is complete, the organization of subtasks is easily understood, and 
the complete materials are archived in a known location. In this way, a transparent process is one that can 
be accessed and replicated by a new team without contacting the original analysts. This approach allows 
knowledge transfer to happen rapidly both across an organization, from team to team, and within an orga-
nization as materials are reused and improved upon progressively over time.

Together, these two approaches produce a foundation of credibility for conclusions and outputs within an 
organization. Reproducible work usually demands the adoption of standardized processes for subtasks. Processes 
that are reused frequently and by many people will attract higher levels of investment and quality assurance. 
Similarly, when data, code, and documentation are intended to be seen and reused by others, authors are incen-
tivized to improve their own organization and description of materials, particularly if they or their own team 
will be the ones reusing them in the future. When these materials are archived and are visible to other members 

FIGURE 5.1 DIME Analytics Uses an Iterative Process to Expand Technical Capacity 
throughout the Research Cycle
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of an organization, they can be quality-controlled, and, over time, the best work becomes widely improved and 
adopted, establishing the reputation of high-quality tools and processes. Whether or not analytical materials 
are ever released to the public is secondary to adopting a mindset of collaboration and reuse across a research 
organization.

PROTOCOLS FOR HIGH-QUALITY DATA COLLECTION

The conventions, standards, and best practices that are fast becoming a necessity for high-quality empirical 
research affect most elements of data collection and analysis. Figure 5.2 describes the standard workflow of 
analysis from design to reporting or publication. Some of these steps may be redundant, such as when using 
administrative data, but considering the full workflow allows analysts to imagine what the optimal process 
would have been if they had been in control of each stage of data collection and analysis.

FIGURE 5.2 Overview of the Tasks Involved in Development Research Data Work
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DIME Analytics has described best practices at each of these stages in its published handbook, 
 Development Research in Practice: The DIME Analytics Data Handbook (Bjärkefur et al. 2021). The DIME 
Analytics Data Handbook is intended to train users of data in effective, efficient, and ethical data handling. 
It covers the full data workflow for an empirical project, compiling all the lessons and tools developed by 
DIME Analytics into a single narrative of best practices. It provides a step-by-step guide to high-quality, 
reproducible data work at each stage of the data workflow, from design to publication, as visualized in 
figure 5.2. Each chapter contains boxes with examples of how the practices and workflows described in that 
chapter were applied in a real-life case. The handbook is available for free download through the World 
Bank’s Open Knowledge Repository or for purchase from Amazon. The handbook and related resources will 
be updated over time as best practices evolve, and feedback can always be provided through the handbook’s 
GitHub repository.1

Let us take as an example the element “Prepare data collection instruments and protocols” in 
the “Acquisition” pillar in figure 5.2. This activity can be further broken down into constituent parts. 
The handbook provides narrative descriptions and best practices for each stage of the activity. It also 
provides links to corresponding entries on the DIME Wiki, which contain more specific technical details 
and are kept up to date as these details change and evolve.2 Figure 5.3 illustrates the full workflow for an 
electronic survey.

Each of these stages can then be broken down further into constituent activities. Figure 5.4 summarizes 
the key protocols for ensuring data quality at every stage of the survey workflow. In this way, for each activity 
related to data collection, DIME Analytics has outlined the activities required to undertake rigorous data 
collection and analysis and has provided a knowledge network for analysts to obtain the appropriate level 
of specific detail about each task and subtask for their current needs. Adhering to such standardized and 
organized protocols, even when analysis is not intended to be made public, ensures that work is organized 
and internally consistent. In this way, the DIME Analytics knowledge products reflect the world’s frontier 
knowledge about how to obtain credible empirical results.

As an example of the application of these principles in public administration, consider an assessment of 
the impact of in-service training. Much effort is made to keep the skills of public servants current with new 
procedures within government and innovations in wider society. However, there is frequently little evalua-
tion of whether such training actually has an impact on the quality of government processes or productivity. 
An effective measurement framework might include an immediate assessment of public servants’ skills 
upon entry to and exit from the training, as well as a follow-up with objective assessments of the quality of 
 procedure and productivity.

To assess the broad impact of an in-service training intervention, we could imagine returning to the 
unit of the trainee after some time had passed and assessing the impact of the training through a survey 

FIGURE 5.3 Workflow for High-Quality Survey Data Collection
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FIGURE 5.4 Summary Protocols for High-Quality Data Collection at Every Stage of 
the Survey Workflow

Prepare for a survey

• Design a well-powered sampling strategy
• Develop detailed terms of reference for data collection

Draft survey instrument

• Align with research questions or theory of change
• Draft on paper for electronic surveys

Content-focused pilot

• Qualitative data collection to inform survey design
• Assess the draft instrument, flow of interview questions, and survey protocols

Program electronic survey instrument

• Use technology to improve quality
• Embed survey logic, range checks, filtered response options, location checks, calculations, multimedia, etc.

Data-focused pilot

• Test survey programming
• Export and scrutinize data

Train enumerators

Protect respondent privacy

• Include informed consent at beginning of every questionnaire
• Ensure data are protected when collected, and stored after encrypting
• Limit access to personal data

Monitor quality with field validations

Monitor quality with data checks

• Prepare scripted set of data checks in advance
• Run high-frequency checks on every batch of data—typically every day
• Assess consistency and range of responses, check for missing values, test for enumerator-specific e�ects,

monitor duplicates, and check for completeness vis-a-vis field logs

• Revisit subset of respondents to verify data (back checks)
• Perform unannounced field visits (spot checks)
• Record portions of interview to check quality remotely (audio audits)

• Develop detailed enumerator manual, use as basis for training
• Review paper version to understand survey design and objectives, then practice on tablets
• Train more enumerators than needed, use quizzes and field testing to identify best candidates

Source: DIME (Development Impact Evaluation) Analytics, World Bank.

of the unit’s public servants. Working through the elements of figure 5.4, this would require the following 
steps:

 ● Prepare for a survey: Ensure that we have a sufficiently large sample of trainees to detect a quantitative 
increase in their knowledge. Determine which organizations or units we want to survey and any sub-
groups of respondents we want to focus on (managers vs. nonmanagers, contract workers vs. staff, etc.). 
Obtain organizational structure charts if necessary.

 ● Draft survey instrument: Develop questions sufficiently close to the concepts of interest to provide us 
with measures we can act on. We might ask the trainees questions about how they have used the new 
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procedures in their daily work, and we might ask their colleagues whether this has made them easier 
to work with on related tasks. Basing our survey on existing surveys of these trainees would allow us to 
track the impacts of training across time.

 ● Pilot: Test intended questions with the audience of interest so the trainees understand what we are 
 asking about. Though we might be asking about the actual practice of using the new procedures, 
the wrong question will make trainees respond about the change in rules rather than whether they 
are actually being followed.

 ● Train enumerators: If data collection is managed by enumerators, ensure they understand the 
 appropriate protocols of the public service and take a consistent approach to measurement. 
If  trainees differ in seniority, how will an enumerator ensure a common approach to surveying 
across the hierarchy?

 ● Protect respondents’ privacy: Create protocols to ensure the process protects respondents’ privacy. 
 Individual public servants’ capability at aspects of their jobs is highly sensitive information. If  officials 
believe that their data will not be completely private, they may refuse to cooperate with the data 
 collection exercise.

 ● Monitor quality with field validations and/or data checks: Implement a system that monitors survey 
data as they come in, and monitor whether a specific enumerator, department, or agency is presenting 
unusual data.

For a more detailed explanation of the protocols associated with surveys, please refer to chapter 
4 of The DIME Analytics Data Handbook (Bjärkefur et al. 2021) and the videos and lectures from the 
 Manage Successful Impact Evaluation Surveys course (DIME Analytics 2020a, 2021b).3 To learn how 
to implement high-quality surveys in practice, please refer to the DIME Wiki articles on Primary Data 
Collection, Field Surveys, Survey Protocols, and Remote  Surveys.4 For  specific  considerations regarding 
phone  surveys, please refer to chapters 1 and 2 of Mobile Phone Panel  Surveys in Developing Countries: 
A  Practical Guide for  Microdata Collection (Dabalen et al. 2016).

PUBLIC RESOURCES AND TOOLS

To support the implementation of a rigorous research process, DIME Analytics has made a range of 
resources, technical solutions, and research protocols available through open-access trainings and open-
source tools. We have found that there is significant unmet demand for these public goods, demonstrated 
by fast-growing and widespread global interest in our offerings. This section describes DIME Analytics’ 
flagship resources.

Development Research in Practice: The Course

The DIME Analytics Data Handbook is accompanied by the course Development Research in 
 Practice.5 This free and fully virtual course lasts 8 weeks, with seven lecture weeks each correspond-
ing to one of the chapters from the handbook. This course provides attendees with a high-level 
 overview of the entire process of empirical research so that they understand how each stage of the 
research workflow fits among the others and how the framework of transparency, reproducibility, 
and credibility informs the entire structure. Each week presents a motivational video with paired 
 readings from the handbook and the DIME Wiki, a detailed lecture and Q&A session with DIME 
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 Analytics team members on the topic of the week, and a knowledge assessment for  attendees. 
The course will be offered annually, and all course materials are publicly available for self-study 
(DIME Analytics 2021a).

Manage Successful Impact Evaluation Surveys

Manage Successful Impact Evaluation Surveys is a free, virtual course in which participants learn and 
practice the workflows involved in primary data collection. It acts as a complement to the Development 
Research in Practice course, providing a deep dive into the processes that are described at a high level in 
chapter 4 of The DIME Analytics Data Handbook. The course covers best practices at all stages of the sur-
vey workflow, from planning to piloting instruments and monitoring data quality once fieldwork begins. 
There is a strong emphasis throughout on research ethics and reproducible workflows. During the global 
pandemic, a special module focused on adapting surveys to remote data collection. Participants learn to 
plan for and prepare successful surveys, design high-quality survey instruments, effectively train survey-
ors (including remote training), monitor survey implementation, ensure high-quality data, and handle 
confidential data securely, among other topics. The course uses a combination of virtual lectures, readings, 
and hands-on exercises. It is offered annually, and all course materials are available online for self-study 
(DIME Analytics 2020a, 2021b).

Measuring Development Conference

DIME Analytics annually invites a diverse group of attendees to become part of a community of analysts 
interested in innovations in measurement. Measuring Development is an annual conference organized 
jointly by DIME, the World Bank’s Development Economics Data Group, and the Center for Effective Global 
Action at the University of California, Berkeley. The conference focuses on data and measurement innova-
tions across different sectors and themes. It was held virtually and was open to the public in 2020 and 2021. 
The focus for 2021 was “Emerging Data and Methods in Global Health Research” (a summary blog can 
be found in Jones, Fishman, and Reschechko 2021). Previous topics have included “Data Integration and 
Data Fusion” (2020), “Crisis Preparedness and Response” (2019), and “Artificial Intelligence and Economic 
 Development” (2018).6

DIME Wiki

The DIME Wiki is a one-stop shop for resources on the best practices and resources across all phases of an 
impact evaluation (IE): design, fieldwork, data, and analysis. It focuses on practical implementation guide-
lines rather than theory. With over 200 content pages, the DIME Wiki is open to the public, easily searchable, 
and suitable for users of varying levels of expertise. The DIME Wiki is closely linked to The DIME Analytics 
Data Handbook; the handbook links to the DIME Wiki for implementation details and specific examples of 
the best practices it outlines.7

Stata Packages

If you use Stata (a statistical package many researchers use for their analysis), you may be interested in the 
DIME Analytics Stata software packages, ietoolkit and iefieldkit. These packages are a direct result of DIME 
Analytics’ efforts to identify inefficiencies and common sources of error in data workflows and to create 
tools that routinize best practices. The ietoolkit package includes standardized commands for data analysis 
tasks that are common in DIME work. The iefieldkit package includes commands related to primary data 
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collection that create rapid, standardized, and well-documented data acquisition workflows. These statistical 
packages can be installed through the Statistical Software Components (SSC) archive. The source code for 
ietoolkit and iefieldkit is available for public review and contribution via GitHub.8 By using these standard-
ized commands, users avoid repeating common mistakes and produce more efficient code as well as share 
common workflows for major tasks.

Data Visualization Libraries

If you are producing graphics from your data, you may be interested in the DIME Analytics visual libraries 
for Stata and R users (Andrade et al. 2020).9 The libraries contain example code for model data visualiza-
tions in an easy-to-browse format. These libraries help researchers reduce the time they spend creating 
 professional-quality, reproducible graphs and maps. Both the Stata library and the R library are open to 
contributions through GitHub.10

Technical Trainings

DIME Analytics provides regular technical trainings to World Bank staff and consultants. All training mate-
rials are shared with the public through the Open Science Framework platform; self-study is encouraged, 
and DIME Analytics provides support to independent learners by answering questions and responding to 
feedback in the relevant GitHub repositories. To access an index of these trainings and browse all materials, 
visit the DIME Analytics profile page on the Open Science Framework website.11

Research Assistant Onboarding Course

The Research Assistant Onboarding Course is designed to familiarize research assistants (or, in a public 
administration setting, junior analysts) with best practices for reproducible research.12 By the end of the 
course’s six sessions, participants have the tools and knowledge to implement these best practices and to set 
up a collaborative workflow for code, data sets, and research outputs. Most content is platform independent 
and software agnostic, though participants are expected to be familiar with statistical software. The course 
is offered twice yearly to World Bank staff and consultants; course materials are available to the public 
(DIME Analytics 2020b).

R for Advanced Stata Users

The R for Advanced Stata Users course provides an introduction to the R programming language, 
building on knowledge of Stata.13 The course focuses on common tasks in development research related 
to descriptive analysis, data visualization, data processing, and geospatial data work. The course is 
offered twice yearly to World Bank staff and consultants; course materials are available to the public 
(DIME Analytics 2019).

Continuing Education Series

DIME Analytics offers a biweekly Continuing Education Series in the fall and spring semesters. The train-
ings are typically hands-on, and the topics are decided based on a review of common issues faced by DIME 
project teams. For example, in 2020, DIME Analytics delivered 11 Continuing Education sessions on topics 
including “Data Quality Monitoring,” “Working with Spatial Data in Stata,” “Optimizing Survey Length,” 
“GitHub Pull Requests,” and “Introduction to Python for Stata Users” (DIME Analytics 2020–2023).
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CONCLUSION

The World Bank’s DIME Analytics team has made a sustained, years-long effort to implement the principles of 
transparency, reproducibility, and credibility across the cycle of data work. It has taken an iterative approach. 
First, through direct engagement with analytical teams, DIME Analytics identifies processes that are both 
common and ad hoc, such that the whole organization would benefit from standardization. Then, the DIME 
Analytics team works to understand the essential needs of the analytics teams for the process or subtask, map-
ping each process as part of a research flowchart and defining the inputs and outputs that are desired for the 
process. Next, the team either identifies an external tool or process that can be utilized or develops its own tools 
or guidelines that are appropriate to data work. Finally, the materials are documented, archived, and dissemi-
nated into team workflows through the frequent training and support sessions the team organizes.

In this way, DIME as an organization has accumulated a knowledge base of high-quality analytical tools 
and standardized processes and best practices that are used across almost all its projects. For the DIME 
Department, these resources form a visible foundation that makes DIME research well known for its atten-
tion to quality and underscores the reliability of DIME research products. Additionally, an essential element 
of the mission of DIME and the World Bank is to produce global public resources for high-quality analytical 
evidence. In response to this mission, DIME Analytics makes its tools, processes, and trainings publicly 
available whenever possible and enables them to be self-paced and remote to the greatest practical extent. 
This chapter has summarized some of the key features and philosophies of the DIME Analytics approach 
and has offered these resources to readers so they may use and access whatever materials are helpful to them.

NOTES

 We acknowledge the initiative of Arianna Legovini (alegovini@worldbank.org) and Florence Kondylis (fkondylis@worldbank 
.org) for their creation of and ongoing support for the DIME Analytics team, and Vincenzo di Maro (dimaro@worldbank.org) 
for his leadership and management. We especially acknowledge the work of Kristoffer Bjärkefur (kbjarkefur@worldbank.org), 
Luíza Cardoso de Andrade (lcardoso@worldbank.org), and Roshni Khincha (rkhincha@worldbank.org) as members of that 
team, as well as the support and assistance of Avnish Singh (asingh42@worldbank.org), Patricia Paskov (ppaskov@worldbank 
.org), Radhika Kaul (rkaul1@worldbank.org), Mizuhiro Suzuki (msuzuki1@worldbank.org), Yifan Powers (ypowers@
worldbank.org), and Maria Arnal Canudo (marnalcanudo@worldbank.org). We further recognize all members of the DIME 
team, past and present, for their contributions to this portfolio and all the World Bank teams and external support we have 
graciously received. DIME Analytics has been financially supported by the United Kingdom Foreign, Commonwealth and 
Development Office (FCDO) through the DIME i2i Umbrella Facility for Impact Evaluation at the World Bank.

1. The DIME Analytics Data Handbook GitHub repository can be found at https://worldbank.github.io/dime-data-handbook/.
2. The DIME Wiki is maintained by DIME Analytics and can be found at https://dimewiki.worldbank.org/.
3. More information about the Manage Successful Impact Evaluation Surveys course is available on the World Bank website at 

https://www.worldbank.org/en/events/2021/05/24/manage-successful-impact-evaluation-surveys.
4. DIME Wiki, s.v. “Primary Data Collection,” last modified May 6, 2022, 17:02, https://dimewiki.worldbank.org/Primary 

_Data_Collection; DIME Wiki, s.v. “Field Surveys,” last modified May 6, 2021, 17:27, https://dimewiki.worldbank.org 
/ Field_Surveys; DIME Wiki, s.v. “Survey Protocols,” last modified July 11, 2022, 16:18, https://dimewiki.worldbank.org 
/ Survey_Protocols; DIME Wiki, s.v. “Remote Surveys,” last modified April 7, 2022, 17:35, https://dimewiki.worldbank.org 
/ Remote_Surveys.

5. More information about the Development Research in Practice course is available on the World Bank website at 
https://www.worldbank.org/en/events/2021/07/12/development-research-in-practice.

6. More information about the 2018 and 2019 conferences can be found on the World Bank website at https://www 
.worldbank.org/en/events/2018/01/29/artificial-intelligence-for-economic-development and https://www.worldbank.org 
/en/events/2019/03/27/crisis-preparedness-and-response. More information about the 2020 and 2021 conferences can 
be found on the website of the Center for Effective Global Action at https://cega.berkeley.edu/event/annual-conference 
-on-measuring-development-vi-data-integration-and-data-fusion/ and https://cega.berkeley.edu/event/measuring 
-development-2021-emerging-data-and-methods-in-global-health-research/.
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 7. The DIME Wiki can be found at https://dimewiki.worldbank.org/.
 8. The GitHub repository for ietoolkit is available in the World Bank’s repository at https://github.com/worldbank/ietoolkit. 

The GitHub repository for iefieldkit is available in the World Bank’s repository at https://github.com/worldbank/iefieldkit.
 9. The Stata visual library is available at https://worldbank.github.io/stata-visual-library/. The R visual library is available at 

https://worldbank.github.io/r-econ-visual-library/.
10. The GitHub repository for the Stata visual library is available in the World Bank’s repository at https://github.com 

/worldbank/stata-visual-library. The GitHub repository for the R visual library is available on the World Bank’s repository 
at https://github.com/worldbank/r-econ-visual-library.

11. The DIME Analytics profile page on the Open Science Framework website can be found at https://osf.io/wzjtk.
12. More information about the Research Assistant Onboarding Course is available at https://www.worldbank.org/en 

/ events/2020/01/30/ra-onboarding-course.
13. More information about the R for Advanced Stata Users course can be found on the World Bank website at https://www 

.worldbank.org/en/events/2019/04/16/R-for-advanced-stata-Users.
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CHAPTER 6

The Ethics of Measuring 
Public Administration
Annabelle Wittels

SUMMARY

As data collection on government within government becomes more prevalent, a review of research on 
data ethics fit for use within public administration is needed . While guides on data ethics exist for public 
sector employees, as well as guides on the use of data about citizens, there is a dearth of discussion 
and few practical guides on the ethics of data collection by governments about their own employees . 
When collecting data about their employees, public administrations face ethical considerations that 
balance three dimensions: an individual dimension, a group dimension, and a public-facing dimension . 
The individual dimension comprises demands for dignity and privacy . The group dimension allows for 
voice and dissent . The public-facing dimension ensures that analytics enable public servants to deliver 
on public sector values: accountability, productivity, and innovation . The chapter uses this heuristic to 
investigate ethical questions and provide a tool (in appendix B) with a 10-point framework for govern-
ments to guide the creation of fair and equitable data collection approaches .

ANALYTICS IN PRACTICE

 ● Collecting data on government employees involves a different set of challenges from collecting data on 
service users and private sector employees.

 ● Depriving public sector employees of privacy can erode democratic principles because employees may 
lose spaces to dissent and counteract malpractice pursued by powerful colleagues, managers, or political 
principals.

 ● Designing data collection in a way that enhances dignity serves several functions. For one, if we under-
stand the problem of privacy in terms of disruptions of autonomy, collecting data in ways that enhance 
dignity can help to move away from zero-sum thinking. If public sector employees gain dignity from data 
collection, they are unlikely to see it as an unwanted intrusion. For instance, data could be collected that 
celebrate personal initiative, good management practices, and outstanding achievements, as opposed 
to disciplinary uses of data, such as identifying malpractice or inefficiencies. In some cases, employers 

Annabelle Wittels is an independent researcher and former consultant in the World Bank’s Development Impact Evaluation (DIME) 
Department.



THE GOVERNMENT ANALYTICS HANDBOOK96

might also consider disclosing the identities of participating individuals, if they consent, to highlight 
valuable contributions and give credit.

 ● Despite improved data quality, which helps to produce efficiencies, value-based decision-making will not 
become obsolete. Negotiating values is required as much as ever to produce evidence-based and ethically 
sound policy (Athey 2017).

 ● Development practitioners and donor countries working on data strategies for public sector reform in 
countries where political, religious, or other basic human freedoms are not guaranteed must thus tread 
carefully to guard against setting up data infrastructures that can be used to the detriment of public 
sector employees.

 ● Navigating ethical dilemmas sustainably requires that, when individuals join social groups in which 
different norms on data privacy are applied, they do so knowingly and are provided with the opportunity 
to advocate to change these norms. In practice, this can mean giving public sector staff unions a voice in 
what data are made available about their members and what guarantees of accountability they can offer 
the public in place of such data.

 ● Creating data approaches for public sector innovation thus requires that time and resources be set aside 
to make the process explicable to those affected. This is no simple task because governments still face 
skills gaps in cutting-edge areas of information technology. In many instances, governments will need 
to rely on external expertise to develop and maintain the skills of their staff to implement data solutions 
that are ethically sound and secure.

 ● What is considered ethical and morally right can depend on context. There are, however, questions that 
provide general guidance for how measurement can be conducted in an ethically sound manner, if they 
are asked regularly at key junctures of data collection, analysis, and reporting.

 ● It is important to construct objective measures of organizational and/or individual performance rather 
than relying only on subjective evaluations, such as performance appraisals.

 ● To construct an objective measure of performance using case data, one should ensure that cases are 
comparable to one another. This could entail comparing cases only within a homogeneous category or 
constructing a metric that captures the complexity of the case.

 ● Measures of performance for public sector organizations will depend on the specific context of study and 
data availability, but they should reflect both the volume of services provided as well as their quality.

INTRODUCTION

Data, from the Latin datum, meaning “given,” are the embodiment of something factual, technical, 
 value-free. Yet, data are more than that. They have and create monetary worth: “Data is the new capital” 
has become the catchphrase of the 21st century as their importance in value generation has increased. 
Data are central to the business models of most leading Fortune 500 companies (MIT Technology Review 
and Oracle 2016; Wang 2012). Their potential for poverty alleviation, growth, and development has been 
recognized. For instance, the World Bank’s Europe and Central Asia Economic Update, Spring 2021: Data, 
 Digitalization, and Governance places “data” center stage (World Bank 2021a). Several governments have 
already demonstrated how they can use data to provide better services and protections to their citizens 
(UN Data  Revolution Group 2014; World Bank 2021a). Collecting data on people who work in government 
has become part of using metrics to improve government service delivery (see table 6.1 for an overview of 
the types of data that governments can collect on their workforce and examples of how they can contribute 
to a mission of service improvement).



CHAPTER 6: THE ETHICS OF MEASURING PUBLIC ADMINISTRATION 97

Parallel to increased awareness of data as a source of value creation, greater attention is being paid to how 
rendering observations into data relies on structures of power and value trade-offs. Over the last decade, 
public debate on the ethics of data use has become a fixture of global news, with most articles focusing on the 
use of consumer data (Bala 2021; BBC News 2019; Fung 2019; Pamuk and Lewis 2021), some on govern-
ments’ use of data on citizens (for example, Beioley 2022a; Williams and Mao 2022; World Bank 2021a), 
and some on companies’ use of data on their employees (Beioley 2022b; Clark 2021; Hunter 2021; Reuters 
2022). The intersection of the last two arenas—the use of data by governments on their own employees—has 
received next to no attention. This is likely because governments are only starting to catch up in the use of 
employment and within-government metrics and because claims to privacy are more complicated in the case 
of government employees.

This chapter tries to address this gap by providing a thorough, albeit not exhaustive, discussion of ethical 
issues specific to data collection on government employees. It regards data as a multifaceted construct: an 
amalgamation of points of information that—depending on how they are processed and analyzed—can 
become capital, commodity, truth, or all at once. Data’s function as truth, in particular, distinguishes them 
from other resources that have shaped world economies over the last centuries. Neither gold, oil, nor 5G has 
inherent value because of what it says about human behavior and the world we live in. In that sense, data and 
their use raise ethical conundrums not seen before in other phases of technological adoption.

Data linkage and triangulation offer the best chance for constructing measures of public sector 
 productivity that are meaningful and provide an acceptable level of accuracy. Such developments have 
brought their own problems. Greater triangulation can lead to greater reliance on indicators. See the 
 discussion in chapter 4 of this Handbook. 

Choosing these indicators means choosing what to make salient in an official’s work environment.
Guides to ethical data use for both the private and public sectors now exist in many jurisdictions (Mehr 

2017; Morley et al. 2020a; OECD 2019; Office for Science 2020; Open Data Institute 2021). Guidelines for the 
public sector tend to be heavily modeled on those for the private sector, meaning that they mostly speak to data 
interactions between the government and public service users. There is, however, a significant amount of data 
concerning processes and people within government. Collecting data on government employees involves a 
different set of challenges from collecting data on service users and private sector employees (see table 6.1 for 
an overview). The ethics of collecting data on government employees thus merits a separate discussion.

This chapter uses the terms “government employee,” “public sector employee,” and “civil servant” 
 interchangeably. The majority of the concerns discussed here are relevant to people employed in central 
 government functions as much as those employed in frontline services (“street-level bureaucrats”). The 
proportionate relevance of concerns will differ by the type of public sector employment and the regime type. 
As the aim here is to provide a general framework for data collection on employees in the public sector, 

TABLE 6.1 Types of Data Collected on Public Administration, with Examples

Type of data collected on 
public sector employees Examples

Prehiring metrics Qualifications, work experience, gender, age, ethnicity, sexual orientation, disability

Recruitment metrics Test and application scores, background checks

Performance metrics Output rate, user feedback, supervisor reviews

Learning and development 
metrics

Rate of promotion, courses taken

Incentives Disclosing salaries, disclosing tax returns, pay scales, bonuses

Survey data Attitudes, self-reported behaviors, practices

Linked data Survey + administrative data, survey + geospatial data, administrative + geospatial data

Source: Original table for this publication .
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differences will not be discussed in detail, in favor of providing more space for discussion of how ethical data 
collection can be put into practice in the public sector.

Data and Public Value
What public value is in and of itself subject to debate. Seminal scholarship on the topic, like Mark Moore’s 
work on public value (Moore 1995), eschews defining public value by ascribing the task to public managers 
and their interactions—perhaps better called “negotiations”—with political and societal agents (Rhodes 
and Wanna 2007). Deborah Stone’s (2002) work on public value highlights the ideals of equality, liberty, and 
security core to the idea of statehood and the role of government but stresses that none of these ideals can be 
fully catered to in most policy settings.

For a working definition of public value that serves the debate about the use of data on government 
employees, this chapter will focus on three broad aspects of public sector endeavors that can produce public 
value by producing goods and supporting equitable information exchange between the governed and the 
governing: accountability, productivity, and innovation (see figure 6.1).

FIGURE 6.1 Ethical Dimensions That Require Balancing in Data Collection Efforts 
on Public Sector Employees

Innovation

Productivity
Privacy and

dignity

Voice

INDIVIDUAL

GROUP

PUBLIC-FACING

Accountability

Source: Original figure for this publication .
Note: As a heuristic, one can imagine key questions about the ethics of collecting data on public sector employees falling into three circles . 
The innermost circle describes the individual dimension . These questions mainly concern the privacy and dignity of the individual public 
sector employee . The middle circle signifies the group dimension . These questions concern voice and dissent, which are central to many 
functions that public sector employees carry out and the tensions that arise when collecting data on them as groups . The third, outermost 
circle encapsulates questions related to the qualities that define public sector value creation in relation to stakeholders: political principals, 
public service users, and society at large .
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The chapter discusses accountability first because it is central to ethical exchanges between citizens 
and governments and employers and employees. It next focuses on productivity because it considers 
the creation of public value in the sense of government output. Finally, it turns to innovation because 
concerns about public value creation are not limited to what is produced but, particularly in the context 
of big data and artificial intelligence, include whether data used for public value creation can also 
produce innovation in the form of improvements or altogether new outputs. The chapter discusses 
all three concepts with a view to the wide-ranging types of data that can be collected to inform public 
administration, such as prehiring, recruitment, performance, and learning and development metrics 
(see table 6.1).

The Three Dimensions of Public Sector Data Ethics
As a heuristic, the ethical considerations facing public administrations when collecting data on their employ-
ees comprise three dimensions: an individual dimension, which comprises demands for dignity and privacy; 
a group dimension, which relates to voice and dissent; and a public-facing dimension, which ensures that 
data enable public administrators to deliver on public sector values.

The Individual Dimension: Individual Dignity and Privacy
Individual demands for dignity and privacy—the first dimension of ethical concern for employees—have 
been discussed widely in standard volumes on research ethics (Carpenter 2017; Macdonald 2017). Although 
the other two dimensions have received less attention, the first still merits discussion because, owing to their 
unique position in political-economic systems, public sector employees face a different set of demands, 
incentives, threats, and opportunities than private sector employees. For instance, because of the public 
sector’s dominance in providing jobs and offering better wages in many countries (Düwell et al. 2014), exit 
options for public sector employees are more limited than for those employed in the private or nonprofit 
sector. This has implications for informed consent. Employees might accept trade-offs because of the con-
strained choice sets they face rather than satisfying their needs for privacy and dignity.

The temporal and spatial dimensions of how data on employees are safe-guarded also differ from the 
private sector. What is considered “good public service” and service “in the national interest”—and thus what 
types of measurement and data use are justified—can shift as governments and their view of the nation-state 
and societal ideals change. Such shifts in value positions affect both individual freedoms and those of groups 
within the public sector.

Another difference is created by the pressure to reflect political shifts in how government-owned 
organizations are run. For example, state-owned enterprises not only deliver services where market 
 failures exist but also serve as model employers (for example, by pioneering inclusive hiring practices), 
act as symbols of national identity (for example, airlines and national health services), and can play a 
redistributive function (for example, by providing subsidized goods or privileged access to select groups 
of citizens and stakeholders; see Heath and Norman [2004] for a more extensive discussion of state-
owned enterprises). The aim of data collection on individuals and groups in the public sector might 
thus change over time compared with the private sector. Some political factions believe many services 
and functions should not be performed by the public sector at all, or if they do not go this far, they have 
a deep-seated mistrust of civil servants. The threat of surveillance and a push to replace workers with 
compliant and efficient machines thus might be even more acute for the public sector than the private 
sector, depending on the political leaning of the government in power. As a case in point, remote and 
flexible work has become standard in many industries. Because of competition among companies and 
sometimes even industries (think aerospace engineers joining tech companies or banks), these stan-
dards are unlikely to be reversed. Data on sick days and other types of leave taken by employees in the 
United Kingdom suggest that private and public sector workers are absent for fewer days in a year than 
public sector workers. These data, and the supposedly empty seats (due to remote work) in government 
halls, led leaders of the UK Conservative Party to campaign for remote-work policies to be curtailed 
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(BBC News 2021; Cabinet Office 2022; Lynn 2022; Office for National Statistics 2022). How data on 
public sector workers are collected and used might change more with the political flavor of the day than 
with the industry standard or best practice in other fields.

The Group Dimension: Voice and Representation
The second, group dimension becomes relevant in a setting where data relate to existing or ad hoc 
groups of employees. The group dimension recognizes that employees as a group have a right to actively 
shape what is done to them: they have a right to  exercise voice.

Hirschman (1970) first introduced the concept of voice, alongside exit and loyalty, to define the 
dynamics of engagement with institutions. Voice, in this sense, is defined as the expression of opinions 
and thoughts in a manner that is impactful or at least has the potential to be impactful. Denying 
stakeholders the option of voice makes exit more likely, which, in an organizational setting, means 
disengaging from the cause or leaving the organization. Voice is thus a moral imperative as much as a 
practical necessity.

The need for voice in public service creates many ethical conundrums. Voice is necessary because 
“ freedom defined as noninterference or the absence of burdensome restraints clearly will not do” 
( Preston 1987, 776). Civil servants need space to speak up, take initiative, disagree, and innovate.

On the other hand, for organizational goals to be attained, the expression of voice needs to be 
bounded. It requires agreement on a narrative about what is good, achievable, and desirable. This 
is particularly true in many public service organizations, where adherence to mission is an important 
guide to action and a motivator for public servants as a whole. Voice may place individuals or groups 
in the position of identifying themselves as in defiance of, or as distinct from, the prevailing public 
service culture.

Boundaries to voice are also necessary because of the mechanics of representative democracy: central 
to the role of civil servants is that they implement directives from democratically elected or appointed 
political leaders. Civil servants thus need to subordinate some of their own concerns to the policies 
elected representatives choose. Such subordination can be demanded more easily of individual civil 
servants. However, when voice is exercised on behalf of groups—for example, women, ethnic minorities, 
and people with disabilities in the civil service—boundaries are much more difficult to draw. Civil 
servant groups, then, are both implementers of democratic will and constituent groups with a right to 
voice at the same time.

The Public-Facing Dimension: Data to Operate in Service of the Public
The third, public-facing dimension is particular to the public sector because it concerns data collected with 
a view to serving public service functions. It highlights the ethical challenges linked to creating public value 
and the organizational capabilities required to do so (Panagiotopoulos, Klievink, and Cordella 2019). Data 
collection and use must be designed in a way that enables government employees to operate effectively and 
efficiently, to collaborate and innovate.

Challenges located within this third dimension include balancing data security requirements, openness 
for innovation, and room for experimentation, as well as the certainty, consistency, accountability, and reli-
ability of public service. While not necessarily mutually exclusive, these demands create tricky trade-offs. For 
instance, making data on what public sector workers do available can help the population to monitor them 
and call out malpractice; it can also help others spot ways of innovating, doing things better or differently; 
however, it can also create fear and political suppression and encourage inflexibility.

The following sections will discuss each ethical dimension in turn. Each section first outlines specific 
demands and incentives facing public sector employees before discussing how data can help to address 
ethical challenges and where they introduce new challenges that require closer scrutiny. Appendix B includes 
a framework for evaluating the ethics of measuring and tracking public sector workers. Practitioners can use 
this framework to think through the key tensions laid out in this chapter.
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INDIVIDUAL LEVEL: DIGNITY AND PRIVACY OF PUBLIC 
 SECTOR  EMPLOYEES

Dignity and, by extension, privacy are two values central to the ethical handling of data. Dignity (Schroeder 
and Bani-Sadr 2017) and privacy (Solove 2008, 1–25) are concepts that have caused controversy because 
they are complex and, at times, tautological. This chapter employs dignity to mean that humans—in this 
case, public sector employees—have worth in and of themselves that they themselves can define. This stands 
in contrast to seeing people as means to effect government outputs and ascribing to them the essence of their 
ends. Practically, dignity requires respect for the individual as a human being with free will, thoughts, and 
feelings. This means that the options available to people on whom data are collected should be central to 
the design of research efforts. For instance, if the designers of employee web pages decide it is nice to show 
pictures of staff, individual employees should be allowed to have their pictures removed if they do not want 
others to know what they look like, regardless of whether the employer agrees that this concern is central to 
what it means to respect their employees.1

Privacy, as it is used in this chapter, does not mean anonymity. Information might be disclosed anon-
ymously—for instance, via a survey where no names are provided and IP addresses or similar identifying 
characteristics of the respondent cannot be linked to responses. However, this act still entails giving up 
privacy because what was internal and possibly unknown to others is now known to others. The reasons why 
such a strict definition of privacy is adopted in this chapter become clear when discussing the group-level 
dimension of data ethics concerning public sector employees: even when information cannot be linked to 
an individual, as soon as information can be linked to a group—public sector employees—their thoughts, 
behaviors, and environs become known to people other than the members of this group. Discussions of 
individual privacy, the focal point of this section, must therefore be separated from discussions of collective 
privacy, which will appear in later sections.

Relatedly, privacy as it is used here is understood in terms of a “typology of disruptions” (Solove 2008), 
which acknowledges that the definition of privacy is highly contextual. Just as quirks are distinguished from 
mental health disorders, disclosure, transparency, and openness are distinguished from infringements on 
privacy by the disruption they cause. Does a person only occasionally need to return home to check whether 
the stove was left on, or is this a daily occurrence that interferes with a person’s life? Is it a minor issue that a 
public servant’s address is publicly available online, since everyone’s address is publicly available online, or is 
it a danger to the public servant’s safety and right to conduct personal matters in private? Until the 1980s and 
into the late 1990s, it was common in Western European countries for the phone numbers of the inhabitants 
of entire cities to be listed, publicly available in white pages or equivalent phone and address directories. In 
several Scandinavian countries, it is still the case that every resident’s social security number, address, and 
taxable income is made publicly available. The key differences are the extent to which something is experi-
enced as a disruption, as opposed to the norm, and the extent to which people can stop a practice if they start 
to experience it as a disruption. In the case of telephone and address registries in democracies, residents can 
use their voting powers to change the laws surrounding the publication of personal details. It is less clear how 
employees—particularly state employees, of whom transparency is expected—can demand change when 
they find practices intrusive. Privacy, as defined in this chapter, is thus closely linked to the idea of control: 
the extent to which civil servants control how much is known about them when they experience it as intrud-
ing on realms they perceive as reserved for their private as opposed to their professional (work) persona.

Commonly, informed consent procedures serve to preserve dignity by affording individuals the opportu-
nity to ascertain what they see as acceptable in how they or their data are handled. Informed consent means 
that the individuals on whom data are collected or who are asked to divulge information are fully informed 
about the purpose of the research, how their data are handled, and how they will be used. Even if they agreed 
at an earlier stage, individuals ought to be given the right to withdraw their consent at any stage, which 
requires the secure deletion of any data collected on them. Typically, there are few options for public officials 
to opt out of servicewide databases.
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The extent to which informed consent is de facto voluntary is important. In situations of near 
employer monopoly, in which exiting the public sector is not a viable option, and in situations of 
 suppression, in which exercising voice is not possible, employees might consent to data collection because 
they see little other choice.2 This mirrors problems with consent ubiquitous in today’s highly oligopolistic 
landscape of online service providers: if one is pressed to quickly find a parking spot and only Google 
Maps can pinpoint one with timeliness and accuracy, one is likely to accept the data use conditions that 
come with this service. The viability of informed consent is intricately bound to the ability to exercise exit 
and voice.

Valuing dignity also extends to claims to privacy. People ought to be allowed to keep certain details 
of their lives and personhood protected from the scrutiny of others—even their human resources (HR) 
 managers. Any form of data collection on individuals will require some abnegation of privacy. Research eth-
ics typically tries to acknowledge this right by providing confidentiality: a declaration that the information 
disclosed to the data collector will be known to and used by a limited, preidentified set of people. In the pub-
lic sector, this is the case, for example, when an internal research or strategy unit collects survey responses 
from civil servants with a view to sharing them with HR and finance operations to improve  planning, staff-
ing, and training.

The principle of confidentiality in research brings to mind that research ethics has its foundation in 
the Hippocratic Oath and in bioethics. Patients trust their doctors to share their medical information and 
concerns only with relevant personnel, and always with the intention to help the patient. In a medical setting 
and in most everyday circumstances, we tend to assume confidentiality and do not give explicit consent to 
use otherwise private details divulged as a part of interactions. We do so willingly because disclosing infor-
mation encourages reciprocity, builds trust, and helps shape the world around us to better meet our needs. 
Reductions in privacy are not a zero-sum game but can offer substantial welfare gains for the individual and 
society at large when negotiated carefully. The individual is, however, poorly positioned to negotiate these 
tradeoffs against the interests of large corporations or the government. As discussed above, this is partic-
ularly true if an individual would like to exercise exit or voice when the options presented to them do not 
inspire trust.

In response to this problem, legal protections have been put in place to guard against the worst misuses 
of data. Data regulations such as the European Union’s General Data Protection Regulation (GDPR) require 
that entities collecting data clearly lay out which data are collected, how they are handled, and who has 
access to them. California, Virginia, New Zealand, Brazil, India, Singapore, and Thailand have all imple-
mented legislation similar to the GDPR in recent years. However, detailing how data are used typically leads 
to documents that require, on average, 10 minutes to read (Madrigal 2012). As data collection has become 
ubiquitous, the time burden that consent processes introduce implies that most of us have become accus-
tomed to quickly clicking through consent forms, terms and conditions, and other common digital consent 
procedures. This means that in practice, consent is either based on trust rather than complete knowledge or, 
in the face of a lack of exit and voice options, is coerced.

Following legal guidelines is thus not enough to ensure that dignity and privacy concerns are adequately 
addressed. Those planning to collect data on public sector employees must take into account what ethical 
challenges could arise, how to offer exit and voice options, and how to foster trust. This is not a simple feat. 
The discussion will thus next turn to how three common dilemmas concerning data privacy and dignity in 
the public sector can be addressed.

Government Employee Data, Dignity, and Privacy
Discussions of data ethics concerning the dignity and privacy of civil servants could fill volumes. This chap-
ter, therefore, cannot offer a comprehensive account of the debate. Instead, it focuses on three likely areas of 
concern for someone wanting to collect data on civil servants: trade-offs surrounding access, transparency, 
and privacy; how data collection can be designed to enhance dignity; and how data transfer and storage 
should be managed to safeguard privacy and dignity.
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Trade-Offs Surrounding Access, Transparency, and Privacy
When collecting data on public sector employees, it can be argued that knowing about their behaviors and 
attitudes is in the public interest. For example, using data to identify inefficiencies associated with pub-
lic employees is only possible without their active consent, but is certainly in the public interest. In many 
jurisdictions, public sector workers do not have to be asked for their consent for research to be conducted 
on them as long as it can be shown that the research is in the public interest. In most countries, where these 
provisions are not made explicit in the law, data ethics codes include clauses that allow the requirement for 
consent to be lifted if there is a strong case that research is in the public interest. These waiver clauses tend 
to use unequal power relations as grounds for the lifting of consent requirements: researchers might be 
prevented from gaining access to public institutions if they require explicit consent from people in positions 
of power who are hostile to the idea of research (Israel 2015). Based on the public-interest argument, consent 
procedures can, in many instances, be circumvented when researching public sector employees.

A reduction in privacy and an overruling of informed consent can thus promote accountability. They can 
also enhance transparency. Having more in-depth knowledge of the behavior of government employees can 
help to increase government transparency: just as the work of election volunteers was live streamed during the 
2020 US elections (Basu 2020), civil servants could be put under constant surveillance to increase transparency 
and inspire trust. Evidence from the consumer context suggests that extreme levels of transparency can create 
a win-win situation, in which customers rate services more highly and are willing to pay more when they can 
monitor how a product is created or a service delivered (Buell, Kim, and Tsay 2017; Mohan, Buell, and John 
2020). Radical transparency could thus inspire greater trust and mutual respect between government employ-
ees and government service users as opposed to simply reducing dignity and privacy by increasing surveillance.

However, promoting one type of public good might infringe on another (see the discussions of contra-
dicting policy choices in Stone 2002). Privacy is instrumental to guarding collective freedom of speech and 
association (Regan 2000). Depriving public sector employees of privacy can erode democratic principles 
because employees may lose spaces to dissent and counteract malpractice pursued by powerful colleagues, 
managers, or political principals. To date, the ambiguity of public-interest claims has been most commonly 
revealed in cases of whistleblowing (Boot 2020; Wright 1987): government whistleblowers often endanger 
some public interests (for example, national security) in favor of others (for example, transparency). How 
convoluted claims to public interest can become is highlighted when whistleblowers reveal previously private 
information about some actors with a public-interest claim (for example, disclosing that a particular person 
was at a particular location at a particular time or making private communication between individuals pub-
lic). The privacy of whistleblowers needs to be protected in order to shelter them from unfair prosecution 
and attacks so that future whistleblowers do not shy away from going public. The future public interest, then, 
is guarded by protecting the present privacy of the whistleblower, who might have rendered public what was 
previously thought to be private “in the public interest.”

In this sense, what is in the public interest and what the limits are to a utilitarian logic of increased 
surveillance must remain part of the public debate. For public debate to be a viable strategy for dealing with 
the contradictions of disclosure and the protection of privacy in the public interest, society must protect fora 
and institutions that publicize such issues, involve powerful stakeholders, and have tools at their disposal to 
enforce recommendations. To date, this often means supporting the capacities of the media, civil society, the 
political opposition, and the judiciary to fulfill these functions. Researchers and governments thinking about 
collecting data on government employees need to assess whether these institutions function sufficiently or, if 
not, whether actions can be taken to remedy their absence. For instance, governments could create indepen-
dent review committees, actively publicize planned data collection efforts, and provide extra time for public 
consultations. In settings where such mechanisms lack potency, the international community, most likely 
in the form of intergovernmental organizations and donors, has a responsibility to monitor how changes in 
data regimes affect the dignity, privacy, and welfare of data subjects and the citizenry more broadly.

This is important not solely with a view to balancing trade-offs between transparency, public access, and 
privacy. The next section looks at how a thorough design and review of government data collection strategies 
could help to create regimes that enhance dignity despite entailing reductions in privacy.
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Designing Data Collection to Enhance Dignity
Designing data collection in a way that enhances dignity serves several functions. For one, if we understand 
the problem of privacy in terms of disruptions of autonomy, collecting data in ways that enhance dignity 
can help to move away from zero-sum thinking. If public sector employees gain dignity from data collec-
tion, they are unlikely to see it as an unwanted intrusion. For instance, data could be collected that celebrate 
personal initiative, good management practices, and outstanding achievements, as opposed to disciplinary 
uses of data, such as identifying malpractice or inefficiencies. In some cases, employers might also consider 
disclosing the identities of participating individuals, if they consent, to highlight valuable contributions and 
give credit. (See also Israel [2015] for case studies of how sociological and anthropological researchers typi-
cally acknowledge the role that research participants play in scientific discovery.)

Apart from a normative view of why data collection efforts should enhance dignity, there are clear utili-
tarian reasons: this can improve data quality, trust, and openness to data collection and data-based manage-
ment practices. Public sector employees might refuse to disclose their true opinions when they feel pressured 
into consenting to data collection. This can, for instance, be the case when managers or political principals 
provide consent on behalf of their employees. Lifting consent procedures with public-interest claims can 
backfire in such cases. Engaging with employee representatives and living up to promises of transparency 
concerning the objective of data collection can help.

Processes that ensure that data collection is linked to clear action points can further help to guard the 
dignity of research participants. Data collectors have an additional incentive to do so because the validity of 
responses and response rates will likely deteriorate when staff see that data collected on them are not used to 
their benefit.

Staff will more likely develop trust in the process and engagement with results when they have a stake in 
developing research questions and action plans following up on results. Principles of action research, includ-
ing building phases of review, consultation, and revision into the research process, could help to create data 
collection strategies on public sector employees that enhance the dignity of the individuals involved.3

Designing Data Transfer and Storage to Guard Dignity and Privacy
Both dignity and privacy are at risk when data are not secure. Cyberattacks are becoming more common. 
For example, in 2021, the Washington, DC, Police Department was subject to a massive data leak following 
a ransomware attack. Disciplinary files and intelligence reports including names, addresses, and sensitive 
details about conduct were leaked into the public domain (Suderman 2021). In 2015, the Office of Personnel 
Management (OPM) of the US federal government was subject to a hack that led to the leaking of the per-
sonal data of millions of employees, many of whom suffered from identity theft for years following the data 
breach (CBS and the Associated Press 2015).

Guarding dignity and privacy in this sense is as much a technical as a moral issue. Legal frameworks 
such as the GDPR have been created with this in mind. Several international best-practice guides on data 
protection elaborate on the technicalities of such efforts. Good examples include sections on data protection 
in Development Research in Practice: The DIME Analytics Data Handbook (Bjärkefur et al. 2021) and the 
Organisation for Economic Co-operation and Development’s (OECD) Privacy Guidelines (OECD 2022).

GROUP LEVEL: VOICE AND DISSENT

As the chapter so far has reviewed, there are many aspects of data collection that affect government employ-
ees as individuals. These are perhaps most comparable with the concerns affecting private persons and 
research subjects. There is, however, a dimension that becomes particularly important when thinking of 
public sector employees as a group and the groups within the public sector that can be created based on 
observable characteristics or self-elected labels.
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As described above, the concept of voice—alongside exit and loyalty—was coined by Hirschman (1970). 
In the public sector, voice amounts to the ability of employees to express opinions and the potential of these 
expressions to impact how public administrations are run. When exit options are limited, voice becomes a 
more pertinent tool for employees to exercise control over their environment. In public sector employment, 
voice is also conceptualized as part of the job of civil servants. For instance, the UK’s Civil Service Code 
demands that public administrators “provide information and advice, including advice to ministers, on the 
basis of the evidence, and accurately present the options and facts” and that they “not ignore inconvenient 
facts or relevant considerations when providing advice or making decisions” (UK Government 2015). Voice 
in this function is mainly intended to enable elected officials to deliver on their policy programs. If, however, 
elected officials endanger public sector values and the integrity of rule-based and meritocratic government 
institutions, a professionalized bureaucracy is expected to exercise voice to counteract this erosion. This can 
take place within legitimate remits of voice and discretion (Miller and Whitford 2016), or it can take the 
form of dissent (Kenny 2019).

Demands for voice are intricately linked to those for productivity and innovation. In organizational 
studies, it has long been established that psychological safety—the feeling that employees can voice ideas and 
concerns without facing an immediate threat to their jobs or selves—is necessary for innovation and sus-
tainable increases in organizational performance (Baer and Frese 2003; Nembhard and Edmondson 2006). 
Empirical research shows that more-diverse workplaces, in the private and public sector, are more-produc-
tive workplaces (Alesina and Ferrara 2005; Hjort 2014; Rasul and Rogger 2015).

Voice has also been conceptualized as civil servants’ representation of the interests of the demographic 
groups to which they belong—a kind of “passive voice.” It is theorized that they do so through increased atten-
tion to these groups’ needs and a heightened awareness of how to design and deliver public services to address 
them (summarized under theories of representative bureaucracy; see Kingsley [1944] 2003; Meier 2019).

Data on civil servants can help to promote or curtail voice in its active and passive forms. With regard 
to the passive form of voice, data can showcase how certain groups (for instance, women or bodily disabled 
people) are affected by or think differently about certain employment policies. With regard to its active 
form, data can be used by groups to raise issues themselves. For example, if the number of bullying or sexual 
harassment complaints filed by a department or government subdivision is made public, victims understand 
that their cases did not happen in isolation, and numbers can be used to pressure leadership for change.

Government Employee Data, Voice, and Dissent
Data on groups of public sector employees raise ontological and utilitarian questions. The former questions 
relate to how data can define groups and how groups can use data to define their workplace, work, and 
position between political principals and citizens.4 The latter questions concern how the risks and benefits of 
using data relate to attempts to improve working conditions and service delivery in a way that is responsive 
to the needs and wants of groups that become apparent through the group-level aggregation of data.

Assigning group labels to individuals implies that their individual rights and identities are pegged to 
those of a group—potentially one with which they do not identify or of which they did not consent to be part. 
Such passive group membership has typically been applied to individuals grouped together as “vulnerable” or 
“fragile” populations (Grantham 2020, 39). As the now-mainstream debate on gender and gender pronouns has 
raised, similar questions can be applied to group labels that have traditionally been considered more stable.

Consent can be a vehicle to ensure the alignment of grouping with personal preference. For instance, 
in surveys, civil servants can opt out of providing demographic details. However, for most administrative 
data collection efforts, consent is limited or wholly unfeasible. Employees might be grouped together as “fit 
for early retirement” or as a target group for “offering overseas posting” because of their age, gender, ten-
ure, family situation, and other administrative data available to other administrators. These groups might 
not align with the desires or career ambitions of the grouped individuals. Basing planning decisions solely 
on results arrived at from demographic or ad hoc grouping risks wrong conclusions. The availability and 
increasing richness of data available on groups thus cannot substitute for meaningful engagement with them. 
These arguments are touched on by Bridges and Woolcock in chapter 4.
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The creation of groups and the pegging of data to group labels not only creates risks; it also holds 
immense positive power. Data can open up avenues for voice because they showcase where differences 
between groups exist. For instance, in 2014, the cross-organizational initiative Data2X started a global 
drive to increase the collection and use of data on women and gender-disaggregated data. The initiative has 
helped to increase women’s access to finance and meaningful work and has significantly reduced maternal 
mortality rates (Grantham 2020). In the context of collecting data on public sector employees, data can help 
practitioners better understand issues such as the proportionality of the representation of groups in  different 
positions and sections (for example, Are women proportionally represented in leadership positions? Does 
the proportion of civil servants from minority groups map onto their proportion in the general population?); 
planning for skills gaps (for example, Are there enough people with advanced IT or data analysis skills in 
each department?); or spotting management problems in part of the civil service (for example, Do people 
staffing local government offices have the same level of goal clarity as those working in central locations?). In 
this sense, data can increase voice and benefit society.

Navigating the collection and use of data on public sector employees requires moving beyond acknowl-
edging how data shape realities to discussing how the risks and benefits created by this process can be nego-
tiated. Data can catalyze employees’ voice by giving groups a platform to assess metrics pertaining to these 
groups compared with relevant benchmarks. For instance, detailed employee data including demographic 
details can help practitioners to understand what predicts turnover and whether certain staff members—
ethnic minorities, women, or people with care responsibilities—can be retained as well as others (Grissom, 
Viano, and Selin 2016). Where performance data are available, data on staff can be linked in order to better 
understand how staffing decisions affect service delivery. For example, employing ethnic minority teachers 
in publicly funded schools in otherwise homogeneous districts has been associated with better performance 
for ethnic minority pupils attending these schools (Ford 2022).5 Data disaggregated by groups can also help 
provide better access to training and career progression for public sector employees.

As Viswanath (2020) notes, data equity, in terms of knowing what ranks people from different sections 
of society can attain in public service, is critical to providing better service (in line with theories of repre-
sentative bureaucracy) but also to providing greater equity in opportunity for public sector staff. As a case in 
point, public sector unions in Canada have successfully used wage data disaggregated by gender to support 
calls for gender-based pay parity (Card, Lemieux, and Riddell 2020). This has created more equality between 
men and women in the public sector and, as a consequence of the non-negligible amount of the population 
employed in the public service, has improved pay equality across a large section of society.

At the same time, there is no guarantee that the availability of data will safeguard the rights of minority 
groups and promote equity and equality of opportunity. Data on groups can also be used to curtail voice. For 
example, while collecting recruitment metrics could heighten the potential for governments to hire a more 
diverse workforce, it could equally enable them to weed out people who are deemed less desirable. Such 
weeding out could be based on demographic details, but it is increasingly also founded on what potential 
employees say online. Hiring managers can easily introduce bias into the hiring process if the recruitment 
process is not sufficiently anonymized. For instance, it might be important to collect data on which universi-
ties applicants attended. These data, however, can also be used by hiring managers to prescreen candidates—
consciously or unconsciously—based on associations of quality and merit with these universities. In a similar 
vein, even though hiring managers might not get access to detailed information on routine background 
checks, they can use an applicant’s name and previous employer or university affiliation to conduct their own 
online searches.

Indeed, public sector unions in Canada and Australia now actively discourage their members from 
posting online or having an online presence that can be linked to their identities, in fear of potential 
discrimination for current employment and future employment opportunities (Cooper 2020a, 2020b). 
In some  government contexts, there is the danger that governments collect information on employee 
opinions systematically. This is problematic not only at the individual but also at the group level. 
Investigations by big data scholars have illustrated how, for instance, people using hashtags on Twitter related 
to the Black Lives Matter movement could be grouped together (Taylor, Floridi, and Sloot 2016, 46). In a 
public sector context, such information could be used to map out the political affiliations of employees. 
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Other administrative data could be used for targeting based on religion or personal circumstances. For 
instance, data scholars have shown that people can be identified as devout Muslims by mapping out their 
work break schedules over a year (Rodriguez 2018).

Development practitioners and donor countries working on data strategies for public sector reform in 
countries in which political, religious, or other basic human freedoms are not guaranteed must thus tread 
carefully in order to guard against setting up data infrastructures that can be used to the detriment of public 
sector employees.

SYSTEM LEVEL: PRODUCTIVITY, ACCOUNTABILITY, AND INNOVATION

Moving on from the group dimension, this section discusses the most distinctive aspect of data collection on 
public sector employees: ethical concerns that relate to the duty of public sector employees to serve the pub-
lic, which can support but also interfere with safeguards designed to protect against unethical data strategies.

Public sector values are commonly defined as the set of qualities of public sector work that make for an 
ideal public service. Such values typically pertain to productivity (delivering public goods and services in an 
efficient way), accountability (delivering in a way that is answerable to the public and key stakeholders), and, 
ever more commonly, innovation (constantly adapting to keep pace with and anticipate societal and economic 
developments). Each of these qualities can be served by data. The next sections discuss them in more detail.

Other public sector values that are often discussed include equity, transparency, impartiality, and a 
concern for the common good. As equity and impartiality are supported by mechanisms enforcing account-
ability and a degree of transparency is required for accountability to be effective, these themes will not be 
discussed here separately. Similarly, a concern for the common good is difficult to define. As this chapter 
takes a view built on economic theories that see the common good as the product of welfare-maximizing 
actions, the next section will discuss the ethics of data collection for the common good together with those 
aimed at increasing productivity.

Productivity
Public sector workers are meant to maximize productivity in service of the public, in response to their political 
principals’ directives and while remaining accountable to a diverse group of societal stakeholders. In the 21st 
century, execution is not enough; public sector employees are also expected to do their work as efficiently as 
possible. They are expected to maximize quality output per tax dollar contributed by each tax-paying citizen. 
Core to the task of a public sector employee is thus to be productive (for the common social good).

This is not guaranteed.6 Public sector workers have a lot of room to diverge from the productive delivery 
of public service. Public sector workers have specialist knowledge and skills that make it difficult for out-
siders to assess the quality and efficiency of their work. A more fast-paced economy and social changes also 
demand that the public sector be more flexible and responsive, which requires awarding more discretion to 
public sector workers.

Public sector productivity is difficult to measure because it is a collective effort. There are no market 
prices readily available for many of the complex goods and services the public sector provides. Efficiency is 
often a poor marker of success because the services are supplied by the government precisely because there 
are market failures.

In lieu of rule-based control, oversight in the form of monitoring metrics has become more common. 
Data and analytics can help overcome the feasibility of, and individual employees’ proclivity for, ethical vio-
lations. They can ensure that officials are focused on the productivity of public service. Advances in the mea-
surement of productivity have been made, in particular through combining micro- and macro-data, such as 
process data, project- and task-completion rates, staff and user satisfaction data, performance evaluations, 
and cost-weighted budget data (Somani 2021).
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Data Ethics and Public Sector Productivity
Both accountability and productivity can be promoted by making data on public works projects publicly 
available and easily understandable. Lauletta et al. (2019) illustrate how a website that geotags public works 
projects in Colombia can speed up project completion. Several administrations have started using predictive 
algorithms to allocate inspectors (for example, fire and food safety inspectors) more efficiently. Data can 
help to promote meritocracy by identifying bottlenecks and resource deficiencies. If data are used to address 
resource inequalities, they can help public sector workers be productive.

Nehf (2003) uses the term “mischaracterization as harm” to summarize the core of ethical problems 
related to measuring productivity in the public sector: imperfections in measurement can create misjudg-
ments that are harmful to the dignity of the individuals and groups described as much as they cause more 
tangible social harm. For instance, when productivity is measured without appropriate awareness of episte-
mological challenges, it can encourage management to targets. In the context of education, this can lead to 
grade inflation (De Witte, Geys, and Solondz 2014; Hernández-Julián and Looney 2016). In health care, it 
has been linked to underinvestment in preventative care (Bevan 2009; Gubb 2009).

Problems with construct validity could unfairly sideline certain groups. For instance, the amounts of sick 
leave taken and overtime logged are not necessarily good measures of productivity, skill, or work effort. If 
employees struggle with their health, it infringes on their dignity to equate sick leave with a lack of motiva-
tion or commitment to organizational performance. In a similar vein, employees with care responsibilities 
might be unable or reluctant to work overtime but could nonetheless be stellar performers.

The lack of agreement about what is productive for many job roles in the public sector—or perhaps the 
agreement that there is no clear definition—means that measurement risks undermining principles of mer-
itocracy. Public services whose productivity is hard to measure might be defunded relative to those whose 
measurement is easier. Personnel who manage to targets rather than those who create meaningful value 
for citizens might get promoted. It can also create imbalances in workforce planning. Specialists have been 
found to be disadvantaged in terms of career progress in the civil service. This seems to be connected to a 
lack of adequate data on skill matches and to managers’ inability to evaluate what good specialist (as opposed 
to generalist) performance looks like (Guerin et al. 2021).

An ethical approach to measuring productivity will entail an emphasis on understanding the values 
that underlie what is considered productive and how power relations shape how problems are defined and 
acted upon. For example, microdata can also help show where public sector employees might engage in 
corrupt practices. An ethical approach, however, does not guard against using data on corruption selectively 
(Nur-tegin and Jakee 2020). Depending on the relative political power of different governing parties and the 
opposition, data collection efforts might be channeled away from some activities to focus on others. Who 
has power over data collection efforts and the use of data is thus a question that lies between data capabilities 
and their possible positive effects on public sector productivity and how ethically public sector personnel 
are treated.

As discussed in chapter 4 of the Handbook effective validation and benchmarking exercises can help to 
create meaningful and ethically sound measurement of public administration. The chapter argued that a bal-
anced approach to measurement ensures that measurement is meaningful. This chapter argues further that a 
balanced distribution of power over that measurement and corresponding data will make it more likely that 
measurement and data are used ethically and justly. Enabling stakeholders to provide checks and balances 
against data misuse and opportunities for review (see the framework proposed in appendix B) remains key.

Epistemological and practical problems are here to stay. Epistemologically, what is defined as produc-
tive is questionable. Questions range from the definitions of core work tasks and what makes an externality 
to what metric should be used to signal positive impact. Quicker social security claim processing times 
might signal productivity, or a reduction in maternal mortality at public hospitals might speak to the 
quality of care, but neither speaks to the dignity with which service users are treated—arguably, an attribute 
central to public service. Despite improved data quality, which helps to produce efficiencies, value-based 
decision-making will not become obsolete. Negotiating values is required as much as ever to produce 
evidence-based and ethically sound policy (Athey 2017).
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Accountability
We next turn to the other two key public values that elicit tough ethical challenges for data collection in the 
public sector: first, accountability, then, innovation. One of the defining characteristics of public sector work 
is the demand for accountability. Public sector workers are expected to be answerable and liable when they 
do wrong. The group of people to whom they are answerable is large and diverse. It includes the clients of 
their services, members of the communities in which their services or policy actions take effect, and organi-
zational stakeholders, such as firms and civil society organizations, whose cooperation might be necessary to 
arrive at sustainable and equitable policy solutions.

Creating an accountable public administration is a challenging task. The need for delegation and spe-
cialization requires that public administrators be provided with discretion. Theory and empirical evidence 
suggest that political control over the bureaucracy is not a sufficient lever for accountability (Brierley 2020; 
Gailmard 2002; Keiser and Soss 1998; Meier, Stewart, and England 1991; Raffler 2020; Weingast and Moran 
1983; White, Nathan, and Faller 2015).7

Democracy in the deep sense—one that goes beyond elections and rests upon an informed and politi-
cally active population—requires that policy and its implementation can be scrutinized by the public. The 
quality of a democracy hinges on the ability of its population to be informed about what state apparatuses 
do, to voice their opinions about them, and to enforce policy change (Dahl 1998). Bureaucratic accountabil-
ity also requires transparency and explicability.8 As data become more widely available, it becomes easier 
for experts, civil society groups, and other stakeholders to scrutinize how well the government delivers on 
providing social goods. Data on the public sector and the civil service thus play an important role in helping 
to provide accountability.

However, this does not come without challenges. Ethical questions surrounding the use of data for 
accountability promotion center on the difference between transparency and explicability, concerns sur-
rounding throughput, and the risk of causing unacceptable negative outcomes unintentionally as a result of 
data management solely focused on external accountability. Such risks require the circumspect creation of 
data infrastructure.

Data Ethics and Explicability
Explicability, as it is used here, means the quality of being communicated in such a way that most people 
understand what a thing is or what a process does, its purpose and use. For instance, an algorithm is explica-
ble if the average person could have a heuristic understanding of what it does (for example, rank news items 
by relevance to the reader based on their previous online behavior, such as clicking on and viewing articles 
or liking posts). Explicability does not require a person to know the technical details of how this is achieved 
(for example, the math behind an algorithm’s ranking logic). Explicability is thus different from transpar-
ency. A transparent algorithm might be open source if everyone could read and check the code that is used 
to create it, but it is likely not explicable to most people.

A case in point relevant to public services concerns the fact that governments across the globe are 
increasingly adopting data dashboards that summarize progress on targets for staff and the public. They 
exemplify how data can provide an easy mechanism that encourages transparency for accountability. For 
example, dashboards can be used by citizens to monitor the progress of city governments’ attempts to 
improve transport systems by making visible live traffic data, problems, government intervention, and 
response times (Matheus, Janssen, and Maheshwari 2020). It is, however, important to bear in mind that, 
like any technological fix, dashboards are no panacea leading to increased accountability (Matheus, Jans-
sen, and Maheshwari 2020). They need to provide information that is actionable for civil society and other 
stakeholders.

In the context of public service delivery, which increasingly takes a networked or matrix-like form 
whereby multiple agents within and outside government collaborate to deliver public services, data for 
accountability need to communicate who responsible parties are and how they can be held to account if 
they do not deliver on promises. A case in point is the Inter-American Development Bank’s MapaInver-
siones regional initiative, which is “an online platform that allows users to monitor the physical and financial 
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progress of public investment projects through data visualizations and geo-referenced maps” (Kahn, Baron, 
and Vieyra 2018, 23). As an evaluation suggested, the project successfully decreased the time taken to start 
and complete infrastructure projects. Those projects that published their details and progress via the plat-
form fared better than those that did not (Kahn, Baron, and Vieyra 2018, 16).

Another risk that comes with increased transparency in the name of accountability is a decrease in the 
appetite for innovation. If administrations face a hostile media landscape or political pressure to paint over 
the challenges they face, an increase in the availability of data on what goes on inside government might 
stymie innovation. Public sector workers might face a reduction in their freedoms to think creatively and 
be entrepreneurial. They might be increasingly incentivized to manage to targets and targets only. Citi-
zens would then face an inflexible administration without the capacity and incentive to adapt to changing 
needs. Thus, we return to the example of data dashboards: their availability must not distract from usability 
and explicability.

This chapter highlights explicability in particular because there is more demand for transparency regard-
ing the algorithms and unsupervised machine-learning techniques used in public administration (Morley 
et al. 2020b). Making algorithms and code publicly available increases transparency, but it does not necessar-
ily help citizens understand what they are confronting and how they can call for reform.

Increased data availability that supports accountability must incorporate qualitative aspects, lived expe-
riences, and room for deliberation about what results mean for public service. Open government initiatives 
(such as the United Nations’ Open Government Data partnership and the World Bank’s Anti-corruption, 
Openness, Transparency, and Political Economy Global Solutions Group) and unilateral government efforts 
(such as the Open Knowledge Foundation) to make government data more accessible, explicable, and usable 
for a diverse group of stakeholders are good cases in point for how accountability can be at the center of data 
collection efforts.

Throughput
Throughput describes behavior that “makes something happen.” This contrasts with plans, values, or ideals 
that relate to action but are not the actions that create the announced change. For instance, having a team of 
legal staff who regularly check contracts and account details to verify that employees with comparable skills 
and experience levels receive the same pay is the difference between having equal pay policies and providing 
throughput on them.

Where data concern the attitudes, opinions, and experiences of public sector staff, using these data for 
accountability promotion requires throughput. Surveying service providers (public sector workers in this 
case) or service users can make organizations appear considerate and proactive. However, if momentum and 
resources are lacking to enact change based on survey results, what is intended as an accountability mecha-
nism can soon amount to window dressing. This is problematic in terms of monetary value—the time taken 
from staff and clients to answer surveys goes wasted—and in terms of trust in institutions. If accountability 
mechanisms are not used as promised, they can backfire. They can create mistrust, disengagement, and cyni-
cism where they intended to foster trust, engagement, and optimism.

Unintended Consequences
For public accountability, a government should know how much it spends on its workforce and who gets 
what. Many jurisdictions make the incomes of public sector employees public. The disclosure of salaries has 
propelled efforts to close gender disparities in pay (Marcal 2017). It might subsequently seem innocuous to 
track data on pay and incentives.

However, organizations typically know more than how much an employee earns. Many employers, 
particularly public sector employers, offer benefits such as health insurance and pension schemes, sometimes 
even bursaries for the educational and medical needs of employees’ families. From the types of pension and 
insurance arrangements chosen by an employee, an employer can easily see what types of health issues an 
employee might face and how many dependents profit from the employee’s benefits. This can create unin-
tended breaches of privacy in the name of accountability.
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For instance, while it is admirable that employers subsidize additional insurance schemes designed to 
cover extra costs associated with mental illness or cancer treatment, typically not covered by basic insurance 
packages, this also means that employers hold data on the mental and physical health of staff. Holding such 
data increases the risk associated with data breaches and data misuse. On top of the broad types of infor-
mation on health an employer might glean from insurance choices, organizations that opt to provide their 
workforce with fitness trackers face an even more granular level of data and associated risk.

It can be argued that public sector employees can be subjected to greater levels of scrutiny, with more 
of their personal data accessible to public view, because they inhabit positions of power and the trade-off of 
privacy for power is just. We see such a trade-off with people who are considered to be public personas—pol-
iticians and celebrities—and it might not amount to overstepping to extend this category to include public 
sector employees. What is considered an infringement on privacy is, however, deeply embedded in social 
context and norms (Regan 2018). The dilemma created in this situation is that two sets of social norms are at 
odds: the belief that a person’s address, name, income, and work activities should not be freely available for 
consultation on the internet versus the belief that this is justified when the individual belongs to the category 
of “public persona.”

Navigating these dilemmas sustainably requires that, when individuals join social groups in which 
different norms on data privacy are applied, they do so knowingly and are provided with the opportunity to 
advocate to change these norms. In practice, this can mean giving public sector staff unions a voice in what 
data are made available about their members and what guarantees of accountability they can offer the public 
in place of such data.

Innovation
Gaining an improved understanding of how public administrations perform is central to promoting evi-
dence-based innovation. Promises of revolutionizing government via increased data collection, analysis, 
and insights abound. The World Bank released a report in early 2021 focused solely on the role of data in 
promoting growth and international development (World Bank 2021b).

In Indonesia, for instance, survey, census, administrative, and satellite data are being combined to help 
to plan infrastructure and improve urban sustainability (World Bank Data Team 2019). A report published 
in 2021 suggests that data on postal mail could be used to help stem drug smuggling and counterfeit trade 
(Shivakumar 2021). Furthermore, HR data were successfully used by Colonnelli, Prem, and Teso (2020) to 
capture patterns of politicized hiring and firing in the Brazilian public service. Election, media, and admin-
istrative and accountability data, such as scorecards, highlight where governments deliver on their promises 
of responsiveness and service delivery and where they lag behind (Brierley 2020; Erlich et al. 2021; Ingrams, 
Piotrowski, and Berliner 2020). The Handbook includes examples of how data on public administrators 
can help to create happier and more effective workplaces (chapters 1 and 2), flag malpractice (chapter 7), 
better assess the quality of government processes (chapter 13), and combat systemic institutional biases 
(chapter 20).9

Welfare Consequentialism
In the context of data collection for public sector innovation, with a particular focus on data on the inner 
workings of government, ethical problems mainly surround two sets of questions. First are those concerned 
with welfare consequentialism. As outlined above, most public sector discourse stresses how data can be 
used for welfare gains through the alleviation of poverty, energy savings, or similar large-scale changes. 
Using such a logic, however, raises questions about whose benefit is targeted, who decides what is valu-
able, how valuable certain ends are, and whether, for a process to be considered ethical, evaluation should 
focus on actual or intended and expected consequences. Such concerns apply to the measurement of public 
administration as well as its outputs. It is commonplace in many countries for public sector employers to 
garner data on their recruits’ police records, previous addresses (going back many years), social media 
accounts and public postings, credit scores, and other data as part of routine background checks in hiring 



THE GOVERNMENT ANALYTICS HANDBOOK112

processes (see Erlam [2008] for a review of European and US law and practices regarding background 
checks). Is the end of all this data collection and consolidation a more effective recruitment process? Or are 
data sets routinely collected that impinge on officials’ privacy but do not speak to their effectiveness?

Garnering insights for innovation will often require accumulating and linking data that have previ-
ously not been accumulated, linked, or analyzed in the same manner. Risks associated with this include the 
potential to breach the rights to privacy and confidentiality of individuals or employee groups. This can 
occur through poorly designed data collection, usage, and storage protocols, data breaches, or data vending 
strategies. The most defensible position to take for an evaluation of the morality of such data strategies in the 
public sector is one that defines what is morally right according to whether its intended as well as its actual 
consequences create good outcomes. In other words, systems should be designed with a view to prevent-
ing potential harm, and action plans should be available to mitigate or stop harmful actions when they 
are underway.

A case in point that highlights the need for a systems perspective on the intended and unintended 
consequences of using data for public sector innovation is the UK National Health Service (NHS). The NHS 
decided to sell individual and linked health data to third-party companies in order to use analytical skills 
outside government to help plan, forecast, and reform health care services. However, there have been doubts 
about whether the sale of data can be conducted in a way that prevents third parties from misusing these 
data—for instance, for marketing purposes (Rahman 2021; Rapp and Newman 2021; Rector 2021). It is also 
questionable whether, despite anonymizing details of the data (such as names and addresses), individuals 
and groups are protected from reidentification via triangulation with other data sources. Another example is 
provided by the departments of motor vehicles (DMVs) in the US states of Texas and Colorado, which sold 
service user data to commercial companies (New 2020; Whalen 2019). While the sale happened under the 
terms and conditions agreed to by service users, some of the sales were used for identity theft and document 
forgery by third parties who had legally acquired the data (Lieber 2020).

As these examples illustrate, while data protocols for the innovative use of public sector data will involve 
working with third sector parties, mission drift as much as the intentional misuse of data needs to be consid-
ered when designing data protocols. The examples also illustrate that the existence of rules and, in the case of 
the GDPR (which was still in force when the NHS data system was set up), the threat of high legal fines are 
not enough to guarantee that data systems generate usage patterns that can be widely accepted as ethical.

The most appealing solution to this problem in democratic contexts would be to involve service users 
and interested parties in working groups that are used to adapt systems. Apart from the hurdles inherent to 
all participatory approaches, such a solution faces the challenge that innovative uses of data more often than 
not involve new technologies, pregnant with new jargon to decipher. Creating data approaches for public 
sector innovation thus requires that time and resources be set aside to make the process explicable to those 
affected by it. This is no simple task because governments still face skills gaps in cutting-edge areas of infor-
mation technology. In many instances, governments will need to rely on external expertise to develop and 
maintain the skills of their staff to implement data solutions that are ethically sound and secure.10

Innovation and the Core Mandates of the Public Sector
There is a danger that a greater push for data availability for innovation’s sake will conflict with other 
demands on the public sector. Innovation in the short run can look unproductive: there are high costs and 
little immediate return.

Innovation and accountability can be at odds. For example, data on innovations related to defense, 
energy, and telecommunications infrastructures cannot be made readily available without weighing risks 
to national security. It is also unclear what rate of failure is acceptable for a public sector organization. 
Cost-benefit arguments that downweight the ethical risks associated with increased data collection and 
tracking efforts based on promises associated with the potential for public sector innovation should include 
such limitations in order not to overstate potential benefits.

This second set of concerns relates to how the imperative to innovate interacts with other core mandates 
of the public sector, such as enforcing rules, protecting fundamental rights, and stepping in where there are 
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market failures. Jordan (2014) postulates that the moral imperative for public servants to act within their 
assigned responsibilities is greater than the imperative for innovation, so that even when they willingly 
block innovation but stay within their assigned mandate, their guilt is limited. Such a claim becomes highly 
problematic as soon as we move outside a context where every group in society has equal access to enforcing 
accountability. Even in countries where electoral democracy flourishes, state institutions can be systemati-
cally biased against certain groups. Mere rule-following can then create significant welfare costs.

Over the last decade, the use of data-driven policing has provided many examples of how a genuine 
conviction to render public services more efficient and automatized can negatively affect swaths of society. 
Profiling algorithms have been shown, in some cases, to hide systematic discrimination deep inside their 
processing structures. In these situations, it is arguably more ethically acceptable for public servants to go out 
of their way to improve algorithms and change policing rather than block changes to the status quo because 
they do not fit their narrow job description.

When data collection for innovation concerns data on public servants themselves—colleagues, superiors, 
and supervisees—resistance to innovation seems equally misplaced. For instance, if public servants will-
fully hinder the collection of data on gender intended to promote gender-equitable hiring and promotion 
practices, they harm fellow citizens (their colleagues) by denying them access to services that other parts of 
government granted them, and they potentially harm society by obstructing reforms of the civil service that 
could help to improve society as a whole.

It should be noted that what is considered a transgression and what is considered part of a public ser-
vant’s sphere of discretion is subject to debate—a debate that can be highly politicized. It would hence be 
most appropriate to revise Jordan’s (2014) idea of a moral imperative to rule-following over innovation to a 
moral imperative to guard public welfare over rule-following, including directives related to innovation.

The age-old problem is that in the absence of rules and moral absolutes, the state apparatus needs to 
rely on the moral compasses of individuals and the norms reinforced by organizational culture to navigate 
toward the ethical delivery of public service. Appendix B therefore tries to provide a framework for public 
servants to evaluate new data approaches.

CONCLUSION

While guides on research ethics abound, there is little guidance available for how ethical data collec-
tion, analysis, and innovation with data on public sector workers should take place. This chapter has 
attempted to provide such guidance via a heuristic that sees ethical challenges as falling broadly within 
three dimensions: an individual dimension, which comprises demands for dignity and privacy; a group 
dimension, which relates to voice and dissent; and a public-facing dimension, which ensures that 
data enable public administrators to deliver on public sector values. Each of these dimensions affords 
similar but also different prerogatives. The individual dimension calls for dignity and personal privacy, 
the group dimension relates to how data create and diminish voice, and the public-facing dimension 
concerns how data relate to public sector values. There is a wide range of values and considerations that 
can be framed as “public value.” This chapter has focused on three that are central to many discussions 
of public administration’s effectiveness, efficiency, and measurement: productivity, accountability, and 
innovation. The section on productivity highlighted how important it is to choose metrics well and 
understand their strengths and biases (see more on this in sections 2 and 3 of the Handbook). The dis-
cussion of accountability presented the tensions in using data to increase the accountability of the pub-
lic service by emphasizing explicability over mere transparency. The discussion of the tensions inherent 
to using data to create and measure innovation, as well as the delicate balance between accountability 
and innovation, showed that dialogue and regular reviews of the data strategies adopted by govern-
ments and researchers to measure public sector work and support innovation must be baked into the 
process to guard against delivering more to one value than another.
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To make things more practical and support the reflective approach to measuring public sector work and 
employee effort, in appendix B we offer a framework that practitioners can use to build and review measure-
ment strategies.

NOTES

 This chapter is indebted to extensive comments provided by Josh Cowls (University of Oxford) and Johannes Himmelreich 
(Syracuse University) on dimensions of big data ethics and to Dan Rogger (World Bank) and Christian Schuster 
 (University College London) on public administration and bureaucracy.

 1. In the public sector, the right to individual dignity is curtailed by the public’s right to dignity. This tension is explored in 
more detail further along in this chapter, in the section on the public dimension of data collection ethics.

 2. For instance, in Qatar, 54 percent of the population is employed by the government. While employing half of the 
population is rare, employing 25–30 percent of the population is the norm in most middle-income and Western European 
countries. Data are from the International Labour Organization ILOSTAT “ILO modelled estimates database” (accessed 
January 2021), ilostat.ilo.org/data, via World Bank Open Data, “Employment in industry (% of total employment) 
(modeled ILO estimate),” World Bank, Washington, DC, https://data.worldbank.org/indicator/SL.IND.EMPL.ZS?.

 3. Action research is a form of research that uses mostly qualitative methodologies but can also involve the creation 
of survey questionnaires and the scales used to quantify responses. It is defined by an emphasis on making research 
participatory—involving the subjects of research and data collection actively in all stages of the research process, from 
defining the research question and the parameters of data collection to the use of data and results (for a more in-depth 
explanation, see, for example, Brydon-Miller, Greenwood, and Maguire 2003).

 4. Note that citizens here is meant also to encompass persons without formal claims to citizenship who are government 
service users or fall within the jurisdiction of the government.

 5. The theory being that these children perform worse typically as they struggle to fit in and potentially face discrimination. 
Minority teachers are hypothesized to be more cognizant of these problems and to create an atmosphere that is more inclu-
sive and nurturing for minority pupils.

 6. This dilemma, dubbed the “principal-agent problem,” has been widely discussed and is still researched in a variety of ways 
in economics, political science, and public administration.

 7. For example, in some contexts, it has been demonstrated that political control over the bureaucracy increases instances of 
corruption and other malpractice (Brierley 2020), while in others, it can improve practices (Raffler 2020).

 8. Lavertu (2016) sees an active role for public administration scholars in contextualizing, revising, and creating metrics to 
provide a more holistic assessment of public sector performance, in order to prevent misguided intervention by political 
and citizen principals.

 9. As alluded to in earlier sections, a lot of rhetoric on public sector reform invokes an imperative to innovate. The underly-
ing assumption is usually consequentialist: innovation will create benefits; therefore, it is good. Public sector innovation’s 
merit can also be framed in terms of the collective virtue of creativity, an endeavor that is intrinsically worth pursuing, and 
extending it via a hedonistic logic, for the positive life experiences it can create.

10. Some governments have already developed schemes to encourage skills transfer into the government from outside for 
innovative practices. For example, Latvia runs a “shadow an entrepreneur” program, as part of which civil servants learn 
from private and third sector entrepreneurs about new developments in tech (OECD OPSI 2020).
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CHAPTER 7

Measuring and 
Encouraging Performance 
Information Use in 
Government
Donald Moynihan

SUMMARY

Public sector organizations can leverage government analytics to improve the quality of their  services and 
internal functioning . But the existence of government analytics does not ensure its use . This  chapter dis-
cusses how governments can measure the use of government analytics—or, in other words,  conduct analyt-
ics on government analytics . The chapter assesses, in particular, one important component of government 
analytics: performance management systems . It does so by, first, contrasting  different types of performance 
information use, including political and purposeful uses . The chapter next assesses different approaches to 
measure performance information use, including those based on surveys,  administrative data, and quali-
tative inquiry . Finally, the chapter illustrates how the  measurement of performance information use can be 
built over time and drawn upon to improve government  analytics, using the example of the US Government 
Accountability Office (GAO) . The chapter’s findings  underscore the importance of the robust measurement 
of government analytics use to enable  governments to make the most of government analytics .

ANALYTICS IN PRACTICE

 ● The existence of government analytics systems does not automatically translate to the use of  government 
analytics. Measurement does not equate to the use of measures for management action. As a result, 
policy makers should pay close attention not only to whether government analytics is used but also to 
exactly how it is used.

 ● The use of government analytics should be purposeful and strategic, but it can often fall prey to passive, 
political, and perverse uses. Ideally, performance information should be used by government agencies 
to purposefully plan for achieving their goals, either through internal restructuring or decision-making. 

Donald Moynihan is the McCourt Chair at the McCourt School of Public Policy, Georgetown University.
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However, when the design of performance management systems generates distortionary incentives, these 
same systems can lead public officials to perversely manipulate data or use performance information for 
political gain. This puts a premium on measuring performance information use to understand such (ab)use.

 ● Government analytics use can be measured using administrative data, surveys, qualitative data, and 
decision-based inferences. Administrative data can track how frequently performance information (for 
example, on a dashboard) is accessed; surveys of public servants can inquire about the extent of the use 
of performance information and about different types of use; qualitative data (for example, through focus 
groups) can provide rich detail on how (elite) decision-making is shaped by performance information; 
and decision-based inferences can showcase how informing public servants or managers about informa-
tion alters their decision-making.

 ● The effective measurement of government analytics use benefits from longer time horizons that enable 
learning from previous experiences, as well as reforms to strengthen government analytics. In the 
United States, the stability of the core elements of a performance management system has meant that 
 measurement can track progress in performance information use over time in order to help reformers 
understand what works and what needs fixing and gradually incorporate those lessons into practice.

INTRODUCTION

Government analytics enables governments to diagnose and improve public management across the public 
administration production function (see chapter 1). Yet the measurement of the internal machinery of 
government does not necessarily translate into the actual use of government analytics to improve public 
administration. This puts a premium on encouraging the use of government analytics, as a number of chap-
ters in The Government Analytics Handbook discuss (see, for example, chapters 25 and 26). It also, however, 
underscores the importance of measuring whether—and how—government analytics is used by public 
sector organizations to improve their functioning. In other words, it underscores the importance of doing 
analytics on the use of government analytics.

This chapter discusses how this can be done, focusing on the case of performance management systems. 
Governments rely on performance management systems, sets of coordinated processes to measure, validate, 
disseminate, and make use of performance data within the government. Early government performance 
systems focused on performance measurement and have gradually transitioned, with varying degrees of suc-
cess, to performance management (Moynihan and Beazley 2016). Performance management systems have 
often emphasized routines of data collection, including requirements to set strategic goals and short-term 
targets, and have measured some combination of outputs and outcomes. But the collection of performance 
information does not, by itself, ensure its use (Kroll 2015).

How can governments monitor progress in the use of performance measurements? This chapter provides 
guidance in this effort. First, it provides a conceptual grounding, discussing different types of performance 
information use, including political and purposeful uses. Subsequently, it moves to measurement: differ-
ent ways of measuring performance information use, including engagement metrics based on adminis-
trative data, survey-based instruments, and qualitative inquiry. Finally, it illustrates, using the case of the 
US  Government Accountability Office (GAO), how to construct effective governmentwide measures of 
performance information use and underscores their utility to improve performance management systems.

THE (AB)USES OF PERFORMANCE INFORMATION: A TYPOLOGY

Performance management systems often struggle to demonstrate their own effectiveness. As a result, there is 
remarkably thin evidence on the causal effects of performance management systems on government performance 
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itself (Gerrish 2016). One important intermediate outcome of performance management systems, however, can be 
measured, and this is performance information use. By performance information use, I refer to the extent to which 
data are considered by and inform the decisions and behavior of public officials (Kroll 2015).

Performance information can be construed as an intermediate measure of the effectiveness of perfor-
mance management systems. Performance measures cannot generate improved performance by themselves. 
To have an effect, they have to alter the judgment and decision-making of a human being. In other words, 
data must be effectively used for management. If data are left unused, it is impossible for them to improve 
public sector outcomes through changes in the behavior of civil servants.

Types of Performance Information Use

Conceptually, it is useful to distinguish between four distinct types of performance information use (Kroll 
2015; Moynihan 2009). Box 7.1 lays out four primary types of performance information use, along with the 
scholarly literature informing their definitions.

BOX 7.1 Types of Performance Information Use

Purposeful: The central hope of performance management reformers is that public employees use data 
to improve program performance . Such improvements can come via goal-based learning that gives rise 
to efficiency improvements, better targeting of resources, and more informed strategic decisions, or by 
tying indicators to rewards or sanctions in contract arrangements .
Passive: Performance management reforms may result in passive reactions, in which officials do the 
minimum required to comply with requirements to create and disseminate information but do not 
actually use this information (Radin 2006) . This approach is also more likely in hierarchical relationships, 
where actors often lack strong incentives to use data but are not penalized for not using them . Cynicism 
based on failed performance management reforms in the past increases the likelihood of a passive 
response because the current reform will be perceived as temporary . A passive response is also more 
likely if elected officials, stakeholders, and agency leaders demonstrate little real interest in implement-
ing performance management tools . Where results-based reforms have a permanent statutory basis, it 
becomes more difficult for public servants to assume they can wait them out . 
Political: Performance management reforms are grounded in a demand for public agencies to 
present evidence that they are performing . As a result, public employees may see performance 
information as a means to define their efforts and success . Performance data thereby become a 
means of advocacy in a political environment (Moynihan 2008) . In many cases, employees have 
some degree of influence in selecting and measuring the performance goals by which they are 
judged . They are likely to select, disseminate, and interpret information that portrays them in a 
favorable light .
Perverse: In some cases, the pressures to maximize measured performance may be so great that 
agents will improve these measures in ways that are in conflict with the underlying goals of a program . 
Agents may game program indicators through a variety of tactics, including making up data, selecting 
easy-to-serve clients while neglecting more difficult ones (cream-skimming), focusing on measured 
goals at the expense of important unmeasured goals or values (goal displacement), changing perfor-
mance goals to limit comparison across time, or manipulating measures (Courty and Marschke 2004) . 
Gaming becomes more likely when strong financial, career, or reputational incentives are attached to 
performance indicators, as well as when measures only partially capture the underlying goal .

Source: Adapted from Moynihan (2009) .
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The purposeful use of performance information anchors the use of performance indicators in goal 
 orientation, improving resource allocation and strategic decisions. As such, the purposeful use of perfor-
mance indicators can improve the efficiency of public administration. There is, therefore, strong interest in 
creating an environment that pushes public officials from passive to purposeful performance information 
use, as well as in monitoring for and minimizing perverse forms of use.

Public servants are, in general, the primary users of performance data. Members of the public might 
 support the idea of a performance-driven government in the abstract but cannot be expected to be active 
users of public sector performance data. The only settings in which the public may be more interested in 
performance data are those where there is market-based choice in the provision of services or where services 
have high personal salience to the public. Some examples are the choice of schools or medical providers. 
Elected officials may express interest in performance data and seek them out in specific domains but are 
generally reluctant to let them alter their ideological preferences or other factors that shape their decisions 
(Christensen and Moynihan 2020; Moynihan 2008).

Beyond making data available and attractive, designers of performance management systems ultimately 
have little control over whether members of the public or policy makers use data, but they have much more 
control over the environment of public servants and thus greater opportunity to shape that environment to 
ensure performance data are used. Public servants also enjoy extensive program-level knowledge that makes 
them more likely to understand how to make sense of detailed performance information that would be diffi-
cult for nonspecialist actors to understand. Thus, I focus on public servants’ use of performance data.

HOW IS PERFORMANCE INFORMATION USE MEASURED?

Performance information use is a cognitive behavior, a form of judgment and decision-making that is often 
difficult to observe. Methodological approaches to measuring the use of performance systems require design 
choices, each associated with trade-offs. I briefly consider these approaches and trade-offs before concluding 
that surveys are the most practical option for governments seeking to track the use of performance manage-
ment systems, although administrative data and qualitative approaches can provide important complements.

Engagement-Based Inferences on Performance Information Use, Using 
Administrative Data

The first—and most obvious—approach to measuring the extent of performance information use is to 
observe directly whether public officials engage with existing performance management systems. These 
engagement metrics can include, for instance, whether officials download performance data or use them in 
public discussions or reports. 

This approach has the advantage of not relying on subjective reports and can be used in a nonintrusive way. 
At the same time, governments must be willing to invest in tracking real-time data on engagement by public 
officials with performance information. This often requires having a centralized website where information is 
made available. For example, Andersen and Moynihan (2016) observe that school principals are more likely to 
download available performance data under certain experimental conditions, including when they have been 
delegated more authority in hiring decisions and offered comparative information that they find more useful.

Such an approach may be especially useful to observe how public servants engage with the performance 
management system. There is a set of indicators available for doing so: how many times performance infor-
mation has been downloaded, how much time public officials spend engaging with the data in, for exam-
ple, a dashboard, and how many times performance information has been shared on social media, such as 
 Twitter or organizational forums.

Engagement-based inference requires data quality checks and may become less reliable if employees 
know their behavior is being observed. Additionally, engagement measures can be biased toward frequent 
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but unimpactful use. After all, such measures provide information on the frequency of use but not on how 
performance information is used, for instance, in decision-making. A single instance of performance infor-
mation use by a senior authority in an organization may result in a low-frequency measure in a dashboard 
tracking time spent on a performance dashboard. Yet this instance may be more impactful in terms of trig-
gering organizationwide management changes than dozens of employees’ consulting the dashboard.

Survey-Based Inferences on Performance Information Use

A second popular approach to evaluate the use of performance data is through public servant surveys. To 
discuss survey-based inferences in practice, I highlight the example of the United States. In the US federal 
government, the GAO is responsible for measuring performance information use. A central part of the GAO’s 
strategy is a series of periodic surveys of public employees about performance management. These have taken 
place in 1997, 2000, 2003, 2007, 2013, 2017, and 2020 (US GAO 1997, 2001, 2004, 2008, 2013, 2017, 2021). The 
result has been a series of insightful reports that track how well the performance management system is being 
implemented and offer suggestions for improvement (for example, US GAO 2005, 2008, 2013, 2014).

Over time, the GAO has used a consistent set of indicators to track different types of performance infor-
mation use. This has allowed the GAO to assess variation in performance information use across agencies. The 
results of the surveys show variation consistent with logical sources (discussed below). Survey-based inferences 
are discussed below in the context of the US performance management system. Box 7.2 presents a few examples 
of the precise wording of the GAO survey question on the use of the performance management system, as well 
as potential indicators as they correspond to box 7.1 on the types of performance information use.

BOX 7.2 US Government Accountability Office Survey Measures of 
Performance Information Use

For those program(s)/operation(s)/project(s) that you are involved with, to what extent, if at all, do you 
use the information obtained from performance measurement when participating in the following activi-
ties? Responses range from “to no extent” (0) to “to a very great extent” (4) .

Passive performance information use
 ● Refining program performance measures 
 ● Setting new or revising existing performance goals

Purposeful performance information use
 ● Developing program strategy 
 ● Setting program priorities 
 ● Allocating resources 
 ● Identifying program problems to be addressed 
 ● Taking corrective action to solve program problems
 ● Adopting new program approaches or changing work processes
 ● Coordinating program efforts with other internal or external organizations
 ● Identifying and sharing effective program approaches with others
 ● Developing and managing contracts 
 ● Setting individual job expectations for the government employees the respondent manages or 

supervises 
 ● Rewarding government employees that the respondent manages or supervises

Source: Adapted from US GAO (2021) .
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Qualitative Inferences on Performance Information Use

Beyond quantitative measures of performance information use, qualitative assessments can provide con-
textual knowledge on how performance information is being used in government. Qualitative assessments 
include focus groups and structured interviews in which public servants are invited to share their experi-
ences with performance information use. During these qualitative assessments, interviewers enable public 
servants and managers to share their own stories regarding performance information use.

Qualitative assessments thus provide a complementary perspective to measures of how public servants 
use performance information. Qualitative assessments provide a holistic assessment of how performance 
information use is embedded within organizational routines, public servants’ perceptions, and their perfor-
mance of everyday tasks. While information on organizational functioning may be collected through public 
servant surveys as well, interviews and focus groups provide an insider’s perspective and insights into elite 
decision-making based on performance information within organizations, and they embed them within a 
narrative. 

This narrative—for example, “managers do not use performance information”—may be explored using 
other sources of data. A narrative may also validate whether performance information is having its intended 
effect (purposeful use) or is being used perversely or politically within the government. For this reason—
much in the spirit of Bridges and Woolcock in chapter 4 of this Handbook—qualitative inquiry can comple-
ment survey and administrative data to enable analysts to gain a more holistic understanding of the use of 
government analytics.

Decision-Based Inferences on Performance Information Use

A final approach to measuring performance information use is to evaluate whether providing decision- 
makers with performance information changes observed behavior. For example, a decision-maker might be 
asked to make a judgment about a program or organization or a decision about budgets, management, or a 
contract. Researchers then observe how much this decision varies depending upon the presence or absence 
of performance data, variation in the content of the performance data, changes in the environment in which 
the data have been presented, and individual traits.

As might be apparent, the controlled nature of such studies tends to rely on hypothetical scenarios, even 
if researchers sometimes try to increase their generalizability by using actual policy makers or public man-
agers as respondents and actual government analytics data. This artificiality is one constraint of this mode of 
study and one reason it is often not practical in trying to assess general patterns of performance information 
use among civil servants (though survey experiments could certainly be inserted into such surveys). 

Despite these potential limitations, policy experiments introducing decision-makers to informational 
treatments on performance have generated a significant body of work. For example, Holm (2018) measures 
how performance indicators affect management decisions by analyzing how public school principals define 
school priorities after being informed of performance results. Indeed, he finds that school principals priori-
tize goals with lower performance and devote their efforts to improvement in these lagging areas. 

It becomes more difficult to evaluate whether performance information affects decision-making at a gov-
ernmentwide level. One reason is that the bountiful array of performance data that exists makes it difficult to 
isolate the influence of one piece of information. Some researchers have looked at budget recommendations 
by government officials and budget decisions by legislators to see how these are correlated with whether 
summative performance data were positive or negative.

For example, there is clear evidence that program-level performance scores issued by the George W. Bush 
administration in the United States affected the budget recommendations it made to Congress, with less 
clear evidence that Congress followed those recommendations (Moynihan 2013). In parliamentary systems, 
where the executive and legislature work together, there is a greater likelihood that performance-informed 
executive judgments match legislative decisions, according to some studies (Sohn, Han, and Bae 2022). 
Decision-based inference is an important tool for understanding whether performance information changes 
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behavior. However, it should be a complement to rather than a substitute for administrative data and sur-
vey-based or qualitative inquiries, which provide a relatively more holistic understanding of performance 
information use.

Potential Biases from Performance Information Use

It is important to note that, beyond the typology of deliberate uses of performance information by 
 decision-makers (for example, purposeful or perverse use), decision-makers may be subject to biases when 
consulting performance information (James et al. 2020). For example, there is ample evidence for the power 
of negativity bias: policy makers and members of the public pay more attention to negative rather than posi-
tive performance data (Nielsen and Moynihan 2017; Olsen 2015). 

As a result, providing decision-makers with performance information and measuring their deliberate use 
is not enough: biases, ideological or political, may affect how decision-makers use this information (Baek-
gaard and Serritzlew 2016; Christensen et al. 2018; James and Van Ryzin 2017; Nielsen and Moynihan 2017). 
There is ample evidence that decision-makers select performance information that fits with their ideological 
beliefs and discount data that do not (James and Van Ryzin 2017). Policy makers are more resistant to efforts 
to reduce such biases than the general public, reflecting their status as more skilled and dedicated motivated 
reasoners (Christensen and Moynihan 2020). 

CASE APPLICATION: THE GAO’S ROLE IN THE MODERNIZATION ACT

The US federal government currently uses a performance management system designed under the 
Government Performance and Results Act Modernization Act (GPRAMA), enacted in 2010. The Office of 
Management and Budget (OMB), part of the Executive Office of the President, is charged with leading the 
implementation of the system, while the GAO, part of the legislative branch, is charged with monitoring it. 
Several lessons about how to systematically measure performance information use can be drawn from this 
experience—which is, arguably, the world’s most sustained effort to measure performance information use 
over time across government. 

Lesson One: An independent agency evaluating progress through a consistent set of 
measurement tools enhances credibility and knowledge accumulation. 

The GAO has issued reports evaluating progress in performance management and the use of performance 
information to Congress and made them publicly available. Some have been qualitative case analyses of per-
formance reforms in particular agencies or focus groups of senior managers across agencies, but the primary 
source of information is the survey data collected from employees across the federal government over time.1 
The credibility of the GAO has helped ensure a high response rate and thus enhanced the credibility of the 
resulting information on performance information use in the US federal government. 

Lesson Two: Evaluations of progress over time in performance information use benefit 
from stability in performance information.

The stability of the performance management system has allowed for comparisons across time. The surveys 
of federal government employees and managers have asked the same core questions over time. The GAO has 
also added questions that reflect changes in the performance management system while keeping the basic 
performance information use measures intact. This has allowed for analysis of the relationship between 
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aspects of the performance management system that change with a standard set of items over time. The data 
thus show, for instance, that while early evaluations of the system were relatively critical, they have become 
more positive over time, reflecting a process of gradual learning (Moynihan and Kroll 2016). 

Lesson Three: Data-sharing agreements with external researchers can provide 
additional insights into measures of performance information use.

GAO reports have provided valuable insights into the progress of the performance management system. But 
they have also been able to generate substantial additional research and insight by soliciting suggestions from 
outside researchers about what questions to ask and by sharing the data when they were collected. These data 
have enabled researchers to generate a series of analyses. Such analyses are not constrained by the format of 
government reports and can ask different types of questions, combine survey with nonsurvey data, and use 
more advanced statistical methods. Federal government officials from both the OMB and the GAO have 
been responsive to this research, incorporating insights into budget and planning documents.

The GPRAMA also has lessons for encouraging performance information use more generally, comple-
menting other chapters in the Handbook on this topic (for example, chapter 26). Because performance infor-
mation was repeatedly measured in the US case, there is a stronger (survey) evidence base on the factors that 
encourage performance information use. This reinforces lesson three about sharing performance informa-
tion use data with researchers. For instance, Moynihan and Kroll (2016; see also Kroll and Moynihan 2021) 
find that exposure to high-quality organizational routines—such as agency leaders’ identifying high-priority, 
agency-specific or cross-agency goals or the leadership team’s reviewing progress toward key goals every 
quarter, based on well-run, data-driven reviews—matters to performance information use.

Moynihan and Lavertu (2012) find that leaders who engage seriously with performance management 
systems encourage followers to do the same and that employees who have more discretion to make decisions 
are more likely to use performance data. Kroll and Moynihan (2015) also find that exposure to performance 
management training is associated with higher use, while Kroll and Moynihan (2018) find that managers 
who use program evaluations are more likely to use performance data. This has become particularly salient 
since the Obama administration, which built bridges between program evaluation research and performance 
managers in government, partly by institutionalizing performance staff, such as performance improvement 
officers, who view their job more broadly than reporting performance data. 

As these examples underscore, analytics of repeated measurement of performance information use can 
help governments understand this use, the factors driving it, and how to improve performance management 
systems over time to further increase their use. The analytics of performance information use data can thus 
ensure governments make the most of their performance management systems.

CONCLUSION

The existence of government analytics does not ensure its effective use. This chapter shows that government 
analytics data can be used in a range of ways. Data can be used purposefully for management improvements, 
as intended by the designers of government analytics systems. Data can also be misused politically, however, 
or perverted, distorting organizational incentives.

Government analytics should thus not only measure whether and how frequently data are being used but 
also for what purpose. Much like for government analytics generally, a range of data sources are available for 
such analytics, including administrative data (for example, tracking users on a dashboard), survey data (for 
example, surveys of public employees and managers), and qualitative inquiry, among others. 

The case of the United States—arguably the world’s most sustained effort to measure performance 
information use over time across government—underscores that such analytics is particularly helpful with 
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certain design features. For instance, the US system benefits from a stable set of performance information 
use measures and the regular collection of data assessing progress but also from a community of practice 
interested in using this longer-run data on government analytics to understand which parts of performance 
information (or government analytics) are working and what needs fixing. This community of career officials 
within the executive branch, who oversee performance issues, GAO officials in Congress, who complete 
their analyses, and external researchers, who share their findings, has then seen the gradual incorporation of 
lessons into practice. 

The analytics of government analytics use can help improve and institutionalize how the government 
uses performance data to generate better outcomes. Ultimately, government analytics can only change the 
way governments operate if public officials meaningfully engage with, analyze, and operationalize analytical 
insights from data. This chapter thus underscores the importance of robust measurement of the use of gov-
ernment analytics to enable governments to make the most of the tools at their disposal.

NOTE

1. Rather than trying to survey all employees, the GAO engaged in random sampling of mid- and senior-level federal 
 managers. In 1997 and 2000, it used mail surveys, but in 2003, it transitioned to email-based surveys linked to a web 
 questionnaire (with follow-up phone efforts for nonrespondents).
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CHAPTER 8

Understanding Corruption 
through Government 
Analytics
James Anderson, David S. Bernstein, Galileu Kim,  
Francesca Recanatini, and Christian Schuster

SUMMARY

Corruption is a multidimensional phenomenon that affects governments and citizens across the world . 
Recent advances in data collection and analytics have generated new possibilities for both detecting 
and measuring corruption . This chapter illustrates how the public sector production function introduced 
in The Government Analytics Handbook helps holistically conceptualize where corruption can occur in 
public administration . It then outlines how corruption can be detected in its multiple dimensions using 
the microdata approaches outlined in the remaining chapters of this book . Along the production func-
tion, corruption can be detected with input data (for example, personnel or budget data), data about pro-
cesses (for example, survey data on management practices), and output and outcome data (for example, 
public service delivery data) . Using corruption as a thematic focus, the chapter thus showcases how 
the approaches presented in the Handbook can be combined and leveraged to holistically diagnose a 
key issue in public administration . The chapter complements this methodical discussion with a broader 
consideration of how political-economic constraints affect policy reforms to reduce corruption . 

ANALYTICS IN PRACTICE

 ● Corruption is a multidimensional phenomenon, affecting public administration across its parts. 
 Corruption can affect public administration in personnel and payroll, through patronage appoint-
ments of public servants, and through the payment of ghost workers. Corruption can disrupt service 
delivery if public servants demand bribes in exchange for access to public services, such as health care 
and  education. Since corruption affects public administration in various ways, a holistic assessment of 
corruption requires multiple data sources and methodologies.
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 ● Recent advances in data collection and analytics have generated new possibilities to detect and measure 
corruption. The use of data and indicators on corruption is a long-standing tradition in international develop-
ment. Previous efforts primarily relied on expert assessments and national-level indicators, which are suscepti-
ble to subjective bias and lack a foundation in microdata. More recently, there has been growth in administra-
tive microdata, such as procurement, payroll, and other data sources, like surveys of public servants. These rich 
data environments create novel possibilities to engage in more granular analytics for measuring corruption.

 ● The public sector production function structures holistic conceptualization and measurement of corrup-
tion in public administration. This chapter showcases how conceptualizing public administration as a 
production function with distinct parts enables corruption to be unpacked into its different dimensions, 
such as procurement and service delivery. In procurement, for instance, corruption can take the form of 
the capture of bidding processes by companies or the bribery of public officials. To measure this type of 
corruption, procurement data can be analyzed to create red flags on bids with a single bidder.

 ● Since corruption cuts across the public administration production function, the integration of the differ-
ent data sources and methodologies presented in other chapters in The Government Analytics Handbook 
enables a comprehensive assessment of how corruption operates. For instance, corruption by public 
servants can stem from different causes. Public servants who engage in corruption might be dissatisfied 
with their wages or pressured by their managers. Measuring this complex environment of agents and 
organizational dynamics requires multiple data sources. For instance, managerial pressure can be mea-
sured through public servant surveys, while payroll data can provide a sense of pay equity.

 ● Measurement of corruption can guide and complement public sector reforms, but it is not a substi-
tute for the implementation of challenging policies to reduce corruption. Measuring where corrup-
tion occurs can guide public sector reform by detecting areas of vulnerability—for example, ghost 
workers—and informing reforms—for example, improving quality control and payroll enforcement. 
Measurement cannot substitute for the important step of implementing challenging policy reforms 
that will likely be resisted by agents who benefit from the status quo. Reformers should be cognizant of 
the political-economic environment, which may deter reforms from taking place.

 ● The multidimensional analytical approach presented in this chapter can be leveraged for other key 
topics in public administration. While the thematic focus of this chapter is corruption, we emphasize 
that other important topics in public administration can also benefit from the application of analytical 
approaches based on multiple data sources. For example, performance management could leverage 
survey data on public sector motivation and management practices, as well as administrative data on 
performance indicators such as delays in processing business licenses. Using multiple data sources and 
analytical approaches enables a more holistic understanding of how public administration maps onto 
these key issues.

INTRODUCTION

Corruption in public administration has many faces (Campos and Pradhan 2007).1 To name just two, 
 corruption affects how public services work through nepotism and patronage—the use of political and 
personal connections for professional gain (Colonnelli, Prem, and Teso 2020; World Bank 2021). It can also 
shape how state resources are allocated, diverting funds from public education or health for private gain 
(for example, Ferraz, Finan, and Moreira 2012). This puts a premium on better understanding, measuring, 
and fighting against corruption. Throughout this chapter, we follow a common definition of corruption as 
“the use of public office for private gain” (Jain 2001; Rose-Ackerman 1978).

The use of government analytics—and data more broadly—to fight corruption is a long-standing tradition 
in the international development community (see, for example, Kaufmann, Pradhan, and Ryterman 1998). 
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Initiatives such as the World Bank’s World Governance Indicators (WGI) and Transparency International’s 
Corruption Perception Index (CPI) have sought to aggregate a set of indicators into a single measure to help 
draw attention to issues of governance and the control of corruption. These indicators often rely on expert 
surveys or qualitative indicators that provide national-level indicators on corruption. More recently, there has 
been growth in microdata analyzing corruption. For example, surveys of public servants provide staff-level per-
spectives on how corruption operates within countries and across sectors and government agencies (Recanatini 
2011). The growing availability of microdata—administrative and survey-based—provides novel opportunities 
to increase and refine analytical approaches to understanding and reducing corruption.2

In this chapter, we demonstrate how to leverage the microdata sources and methodologies described in 
The Government Analytics Handbook to measure corruption. We do so through the public administration 
production function (figure 8.1). Corruption can be measured along the production function with input 
data on personnel—for example, human resources management information systems (HRMIS)—data about 
processes in the management of public servants—for example, surveys of public servants—and output and 
outcome data on the quality of service delivery—for example, service delivery measures. The following list 
provides a few examples of corruption along the production function:

1. Inputs: nepotism in hiring, procurement fraud, and off-budget leakages

2. Processes: unethical leadership by line managers and political pressures on public servants to act 
corruptly

3. Culture and behavior in public administration: whether public servants believe bribes are acceptable 
and corrupt behavior of public servants

4. Outputs and outcomes in frontline agencies: tax evasion in collusion with customs and tax officers

5. Direct outputs and outcomes of public administration: corruption in regulatory or policy decisions, 
bribery requests to citizens, and distorted allocation of licenses and permits.

FIGURE 8.1 Examples of Corruption along the Public Administration Production Function
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Source: Original figure for this publication .
Note: The public administration production function conceptualizes the public sector as different dimensions (personnel, management practices, and attitudes 
and behaviors) that connect to each other to produce outputs and outcomes . HRMIS = human resources management information systems; IT = information 
technology; PFM = public financial management .
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While our analysis focuses on each sector of the production function individually, integrating analyt-
ics across multiple dimensions of the production function provides even greater analytical insights. For 
example, procurement data may be linked to personnel data to identify public servants who might benefit 
from discretion over contracting decisions. Management practices, such as unethical leadership, may have 
downstream effects on the norms and behaviors of public servants. For this reason, integrating data allows 
practitioners and researchers to assess risk factors associated with corruption holistically, connecting the 
different parts of the production function. We include in each section a brief discussion of how to integrate 
different data sources and methodological approaches.

Each section of this chapter focuses on a particular dimension of the production function and how to 
measure and identify where corruption occurs. As such, the chapter should be read as an overview of analyt-
ical approaches to measuring corruption rather than as a corruption topic chapter. To frame our discussion, 
in each section we provide a brief overview of relevant academic and policy literature. We then highlight 
how methodological tools in other chapters of the Handbook can be used to understand and, potentially, 
reduce corruption. For example, if practitioners are interested in corruption in personnel, tools outlined in 
chapter 9, such as compliance and control mechanisms for human resources (HR) data, may prove helpful. 
We provide suggestions to practitioners about how to implement the methods discussed.

Accumulated experience suggests that relying solely on data is not enough to identify and measure 
corruption. Public officials and private agents who stand to benefit from corruption have incentives not to 
disclose their corrupt behavior in both survey and administrative data. As emphasized in chapter 4, mea-
surement efforts are subject to existing power dynamics: politicians who benefits from collusion in procure-
ment can manipulate procurement indicators to their advantage—for instance, by misreporting the number 
of bidders. Beyond concerns about the integrity of measures, improving the measurement of corruption 
should be embedded in a wider strategy of public sector reform to reduce corruption. A reform strategy can, 
for example, reduce corruption through monitoring technologies (for example, audits or reporting mecha-
nisms) and positive reinforcement (for example, ethics training).3

Finally, we highlight the importance of combining data analytics with recognition of the sensitive polit-
ical-economic issues surrounding reforms to reduce corruption (Evans 1995). Resistance to reform may 
come from multiple stakeholders who have economic incentives to preserve the status quo, not just from 
public officials. Politicians, political appointees, high-ranking public servants, and large corporations may 
resist data collection and analytics on corruption. Politicians may collude with or pressure public officials 
for personal gain, derailing reforms that threaten them.4 Survey data and interviews can help articulate the 
nature of these political dynamics and their intensity across the administration. Awareness of the institu-
tional context within a country can guide reforms by securing buy-in from stakeholders and negotiating 
compromises that ensure the sustainability and effectiveness of reform efforts.

This chapter is structured as follows. Section 2 covers the input side of the production function, demon-
strating how personnel, budget, and procurement data can be used to measure corruption. Section 3 dives 
into processes, such as management practices and business processes, that can be measured through a com-
bination of survey and administrative data. Section 4 presents analytical approaches to measuring the norms 
and behaviors of public servants, particularly through surveys. Section 5 discusses corruption in frontline 
agencies, with a particular focus on service delivery, sectoral cases, and revenue collection. Section 6 covers 
the outputs and outcomes of public administration. Finally, we conclude.

INPUTS

Inputs to public administration include personnel, goods, capital, and budgets. In this section, we provide an 
overview of the extant literature on personnel (HRMIS and payroll), budget, and procurement, highlighting 
how different types of corruption, such as patronage, fraud, and embezzlement, may impair inputs into the 
public administration production function. Drawing on the approaches of other chapters in the Handbook, 
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we also present indicators to measure these dimensions of corruption and discuss how to develop and 
 implement them.

Personnel and HRMIS Data

Personnel decisions, whether they regard selection or personnel management, have important con-
sequences for public administration (Besley et al. 2022; Finan, Olken, and Pande 2017). Corruption 
may negatively affect personnel systems, particularly through patronage and nepotism, with long-term 
consequences (Evans and Rauch 1999; Rauch and Evans 2000). Patronage, the politically motivated 
selection and promotion of personnel, operates through the preferential hiring of copartisans (Brollo, 
Forquesato, and Gozzi 2017) or repayment for electoral contributions (Colonnelli, Prem, and Teso 
2020). Patronage may adversely affect public servants’ perceptions of the quality of governance and 
their general perceptions of corruption ( Anderson, Reid, and Ryterman 2003). There can also be neg-
ative consequences for societal outcomes: the quality of government outputs such as health care and 
education can be compromised when people appointed based on political affiliation lack the skills or 
experience to perform critical functions.

It is important to consider not only how corruption occurs in personnel decisions (that is, through 
nepotism or patronage) but also how personnel systems affect corruption throughout public admin-
istration. A more meritocratic public service, for example, increases the opportunity cost for public 
servants who lose their jobs due to corruption (Cadot 1987). Conversely, if public servants believe that 
advancement is not based on good behavior, they may have an incentive to supplement their incomes 
through behavior that does not align with public policy goals (for example, bribes). Relatedly, if orga-
nizations are subject to high turnover due to political changes, officials will have a greater incentive 
to ensure their brief appointments pay off. Regarding the intensity of these political influences over 
bureaucratic careers, in Brazil’s federal civil service, a quarter of civil servants believe that promotions 
are influenced by political connections (nepotism), and only 23.1 percent believe they are meritocratic 
(World Bank 2021). Such systematic prevalence of patronage may influence whether public servants 
engage in corruption.

Improvements in government analytics can assist in detecting and reducing corruption in 
 personnel. Chapter 9 of the Handbook highlights a set of metrics that could be used to detect 
 corruption in personnel. For example, talent management indicators that focus on recruitment—the 
number of applications per position or recruitment method (for example, competitive exam or  political 
 appointment)—can enable governments to better identify and measure cases of patronage. A lack 
of competitive exams or a low number of applicants may suggest a greater prevalence of patronage 
appointments. Performance indicators—the rate of performance reviews completed or employee ratings 
as completed by colleagues or supervisors—strengthen the measurement of meritocratic channels for 
promotion over political ones.

A publicly available analytics dashboard on public service can increase the transparency and account-
ability of personnel practices, as highlighted by the case study of Luxembourg in case study 1 of chapter 9. 
Moreover, HRMIS can enable governments to detect the risk of nepotism and patronage in recruitment by 
assessing similarity in the last names of public servants inside the same government organizations or, where 
such data are available, by linking name records to family records or political party membership records 
to understand where family or political party members are disproportionately hired into government 
 (Bragança, Ferraz, and Rios 2015; Riaño 2021).

The implementation of analytical tools relies on robust data infrastructure, capacity, and attention to 
political-economic constraints. If HR data are to assist in the detection and reduction of corruption in 
personnel, governments need to establish processes for quality and compliance controls in HRMIS data 
to reduce gaps in the coverage and frequency of data. However, government agencies in which patronage 
is more common may resist sharing or even generating data on recruitment practices precisely to reduce 
this scrutiny. Additionally, there is the key issue of the sustainability of data collection. Governments often 
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launch new data collection efforts, but these efforts are not replicated over time. Collaborations with national 
statistical agencies and offices could ensure the sustainability of these efforts.5

Some countries do not have the necessary resources to implement an HRMIS. Thus, surveys and other 
tools are often used while an HRMIS is being designed and implemented. At the same time, it is important 
to complement efforts to generate HRMIS data on personnel with surveys of public servants and focus group 
discussions about experiences of corruption in personnel management. Political leadership from key stake-
holders, such as the office of civil service, and broader institutional coordination may be necessary to reduce 
resistance by particular agencies.

Payroll

Corruption in payroll occurs through irregular payments to public servants, either through undue 
 payments to ghost workers, who do not perform their service duties (Das and Hammer 2014; La  Cascia 
et al. 2020), or through the collection of payments that exceed established guidelines (World Bank 2019). 
 Payroll irregularities waste valuable public resources. In the context of fiscal constraint, irregular pay-
ments in excess of existing regulations may compromise the sustainability of the wage bill and lower 
citizens’ trust.6 The irregular concentration of wages among a few public servants may lead to payroll 
inequalities that pose challenges to sustainability and may arise from public servants’ wielding power to 
accumulate these resources (World Bank 2019). Reducing corruption in payroll is therefore an important 
policy objective for governments.

The principled use of payroll data, as well as the establishment of control and compliance mechanisms, 
can assist in curbing corruption in payroll. Chapter 9 outlines how indicators of payroll data can enable the 
accurate and timely monitoring of payroll in public administration. For example, a first exercise involves 
calculating the size of the wage bill and whether it complies with the actual budget allocation. A simple head 
count of public servants appearing in the payroll data identifies duplicated entries. A breakdown of wage-
bill expenditures by sector, administrative unit, or territory enables a granular analysis of historical trends 
in payroll expenditure and a comparison between similar units to detect evidence of irregularity. Death and 
pension records can be cross-referenced with payroll data as well as attendance records to identify ghost 
workers. We note, however, that this exercise requires updated and reliable information systems. Compliance 
and control mechanisms, such as budget audits, should be set in place.

The use of digital technologies, such as machine learning, can assist in the detection of payroll irreg-
ularities, as outlined in chapter 16 and case study 2 of chapter 9. In particular, historical payroll data that 
are classified by payroll analysts as irregular can be used to train machine-learning algorithms to automat-
ically classify irregularities in payroll entries. Given the large volume of payroll data being generated at any 
given point in public administration, these automated processes can complement and enhance the work of 
payroll analysts, enabling them to detect irregularities that would otherwise remain undetected. However, it 
is important to note that, in order to develop these advanced digital solutions, a robust payroll data infra-
structure has to be set in place. Payroll data are often fragmented and decentralized. As chapter 9 outlines, a 
reform process may be necessary to integrate and standardize HRMIS data, which is demonstrated through 
its operational framework for HRMIS reforms.

The implementation of payroll reforms requires coordination with relevant stakeholders, such as the min-
istry of finance or the head of the civil service, and cognizance of the political-economic context. In particular, 
leadership support for reforms is necessary, as is navigating resistance from actors who benefit from the status 
quo, such as ghost workers. In contexts in which payroll data are highly decentralized, institutional coordina-
tion and data-sharing agreements are necessary to ensure that payroll data coverage improves. Additionally, an 
advisory rather than a punitive approach to payroll reform is recommended, in particular when justice systems 
are weak and unable to enforce regulations. While some duplications or excessive benefits may be intentional, 
they are often the result of a lack of knowledge or inadequate training, as well as legacy systems that are not 
regularly updated. As a result, onboarding to new control and compliance mechanisms, rather than punishing 
infractions outright, may reduce resistance to and ensure the uptake of policy reforms.
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Budget

Budget data measure how public resources are spent throughout the entirety of the public administration. 
They include multiple sectors within the government, such as procurement and payroll. Due to its cross- 
cutting nature, the budget is exposed to different types of corrupt behavior. Corruption may manifest itself 
in budget leakages: resources that are unaccounted for in the flow of public resources across administrative 
levels of government (Gurkan, Kaiser, and Voorbraak 2009). In extreme cases, corruption occurs through 
embezzlement, the diversion of public funds for personal gain (Hashim, Farooq, and Piatti-Fünfkirchen 
2020). Corruption in public expenditure may also have a distortionary effect, misallocating resources to 
less productive sectors of the economy and ultimately inhibiting economic growth (d’Agostino, Dunne, 
and Pieroni 2016). Because of its potential negative effects, corruption in the budget has been the subject of 
extensive policy debate, particularly in public financial management (World Bank 2020). Methodologies to 
detect corruption in budgets include the Public Expenditure and Financial Accountability (PEFA) assess-
ment and Public Expenditure Tracking Surveys (PETS), which are discussed in greater detail in chapter 11.7

Chapter 11 also provides guidance on how to build more robust data infrastructures for public expen-
ditures. It outlines five guiding principles that should be respected in designing and maintaining public 
expenditure data: data provenance and integrity, comprehensiveness, utility, consistency, and stability. These 
principles ensure that the sources of expenditure data are documented and accounted for and that data are 
comparable and stable across public administration. One simple measure is to map out all transactions in a 
given fiscal year to understand what goes through the government’s financial management information sys-
tem (FMIS) and identify where high-value transactions are conducted. The share of the government budget 
transacted through the FMIS indicates the integrity of expenditure data.

Procurement

Governments are responsible for large volumes of procurement transactions. A recent estimate places these 
transactions at 12 percent of the global GDP (Bosio et al. 2020). There is a growing body of academic and 
policy literature on how to measure and prevent corruption in procurement. A widely used definition of 
corruption in procurement is the violation of impartial access to public contracts—that is, the deliberate 
restriction of open competition to the benefit of a politically connected firm or firms (Fazekas and  Kocsis 
2020). Corruption in procurement can occur in many forms. A single firm may bid for a procurement 
contract, securing exclusive access to lucrative government contracts. Or firms may overinvoice a procured 
good, often in collusion with procurement officials or politicians.

TABLE 8.1 Examples of Public Procurement Indicators

Economy and efficiency Transparency and integrity Competition Inclusiveness and sustainability

Tender and bidding process

 ● Total processing time
 ● Evaluation time
 ● Contracting time

 ● Time for bid preparation
 ● Single-bidder tender

 ● Open procedure
 ● Number of bidders
 ● Share of new bidders

 ● Share of SME bidders
 ● Share of WOE bidders

Assessment and contracting

 ● Awarded unit price
 ● Final unit price after 
 renegotiation

 ● Share of excluded bids  ● Number of bidders
 ● New bidders

 ● Share of SME bidders
 ● Share of WOE bidders

Contract implementation

 ● Final unit price after 
renegotiation

 ● Time overrun

 ● Variation orders
 ● Renegotiations 

Source: Original table for this publication based on chapter 12 .
Note: SME = small and medium enterprise; WOE = women-owned enterprise .
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Chapter 12 provides an overview of a set of indicators and data sources on public procurement and how 
they can be used for data-driven decision-making (table 8.1). It also provides guidance on how to build 
data infrastructure and capacity for procurement data analytics and emphasizes the added value of com-
bining public procurement data with other data sources. The chapter concludes by describing how a whole-
of- government approach can increase the benefits of procurement analytics, as well as the advantages of 
 combining administrative with survey data on procurement officials.

PROCESSES

Processes in public administration define organizational objectives and work procedures. They include man-
agement practices, which structure how managers and staff engage with each other in the performance of 
their duties. Processes also include business practices, which map onto the different regulations and proce-
dures that structure how public servants should perform their duties. In this section, we provide a snapshot 
of the extant literature on these processes, highlighting, as illustrative examples, how unethical leadership 
and a lack of compliance with existing business processes may impact public administration. We also present 
indicators on these dimensions of corruption and discuss how to develop and implement them. Regarding 
data integration, management practices can affect multiple areas of public administration, including culture 
and behavior as well as turnover in personnel. It is therefore important to connect agency-level indicators of 
management practices with other administrative data sources.

Management Practices

Corruption in management practices involves the violation of business rules that govern how public servants 
are managed. We follow the definition proposed in Meyer-Sahling, Schuster, and Mikkelsen (2018), focus-
ing particularly on human resource management practices. Management practices include decisions about 
recruitment into the public service, compensation, and the promotion of public servants. In practice, corrup-
tion can affect these different management functions. Politicians can appoint loyalists to the public service to 
extract rents, while low wages may encourage public servants to request bribes. Finally, political control or 
pressure may be applied to promote public servants who “steal for the team.”

Surveys of public servants can help measure their experience of (corrupt) management practices 
(see part 3 of the Handbook and also Meyer-Sahling, Schuster, and Mikkelsen 2018). In identifying these 
practices, practitioners must choose whether to capture public servants’ perceptions at the organizational 
level or their individual experiences with corruption. Chapter 23 assesses the trade-offs involved in each 
approach, highlighting how answers may differ depending on the kind of referent used. In particular, sensi-
tive questions about topics such as corruption in management may be better measured at the organizational 
rather than the individual level because organizational comparisons reduce social-desirability bias. Another 
key question is how to assess the degree to which management practices differ across groups within public 
administration, such as across genders or organizations. Therefore, the choice of referent—organizational or 
individual—should be considered when designing the survey.8

Business Processes (Organizational Procedures in Government)

The Handbook provides tools to measure corruption in business processes, understood as the procedures 
that regulate how public administration is to conduct its business (for example, what kind of archives it 
needs to keep). Chapter 13 presents indicators that allow practitioners to measure the quality of the pro-
cesses completed by public servants. Given that public administration is often regulated by a set of rules 
dictating which forms have to be filled out, the level of completion of these forms can be used by external 
evaluators to assess the quality of business processes in government and, thereby, the risk of corruption. 
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Indicators such as the availability of minutes, memos, and other relevant documents, as well as the propor-
tion of incoming and outgoing correspondence with dates, stamps, and documented sources, may provide 
insights into the quality of business process implementation by public officials.

CULTURE AND BEHAVIOR OF PUBLIC SERVANTS

The culture of a public service organization includes the attitudes and norms of public servants, which, in 
turn, shape their behavior. Attitudes and norms include the values that guide officials as they do their jobs, 
the level of engagement officials have with their work, and the norms that govern their behavior, among 
other things. This section describes methods from the Handbook that can be used to assess how the cul-
ture, norms, attitudes, and behaviors of public servants might reveal a propensity for corruption. We have 
mentioned before that management practices can shape norms and behaviors in public administration. 
Integrating data on cultural norms with the quality of service delivery can help identify how norms shape 
practice in services such as health care and education.

Norms and Behaviors

Corruption is most likely where the culture and norms within the public service enable it. The more prevalent 
corruption seems to public servants—the more it constitutes a norm—the more likely they may be to engage 
in corruption themselves (Köbis et al. 2015). Looking specifically at public servants, studies have found that 
certain motives, such as personal and social norms and opportunities not to comply with government rules, 
are significantly correlated with public servants’ propensity to engage in corruption (Gorsira, Denkers, and 
Huisman 2018). These personal and social norms can also spur or hinder conflicts of interest, cases in which 
public servants’ private interests unduly influence how they behave in public office, which have been a signif-
icant challenge in many countries. Initiatives led by various international organizations provide information 
on laws regulating conflicts of interest and their measurement.9 However, business and ethical principles may 
vary across countries and within a single country. A report on Vietnam highlights different definitions of con-
flict of interest for public servants and how they can be culturally informed (World Bank 2016).

Identifying the attitudes and beliefs that motivate public servants to engage in corruption can help deter-
mine the root causes of corruption and inform strategies to curtail it at an international level as well. This 
task is crucial for practitioners examining corruption in the public service across countries, due to disparities 
in the understanding of corruption within different societies (Anderson and Gray 2006; World Bank 2016). 
Figure 8.2 shows clusters of countries based on the relative frequency of bribery in different sectors, enabling 
cross-country comparisons across different areas of corruption or bribes. These clusters map closely onto 
traditional groupings—for instance, northern and southern members of the Commonwealth of Independent 
States, Baltic states, and countries closest to accession to the European Union—suggesting that shared histo-
ries and similar paths of institutional development play a role in the types of corruption seen today.

The attitudes and motivations of individual public servants toward corrupt practices are primarily 
shaped by experiences and beliefs, making surveys a method well suited to analyzing them. However, self- 
reporting allows respondents to give inaccurate responses or not respond at all, distorting the resulting data. 
For example, if social or legal repercussions might arise from revealing a disposition toward corruption, 
public servants may try to mask their true attitudes or behavior. By applying methods in the Handbook to 
the design of surveys that aim to capture attitudes toward corruption, practitioners can mitigate distortions 
resulting from biases or nonresponse among public officials.

Chapter 22 presents findings about which questions can better solicit responses as well as a conceptual 
framework for understanding this phenomenon. One source of survey nonresponse is question sensitivity. 
A public servant asked about their views on violations of social norms or formally prohibited behavior may be 
hesitant to respond due to social-desirability bias or fear of legal sanctions. The chapter, however, suggests that 
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public servants are willing to answer sensitive questions on, say, their attitudes and behaviors toward corruption 
(though they may, of course, do so in a socially desirable way). Instead, the strongest predictor of nonresponse 
is complexity—specifically, a question’s “unfamiliarity” and “scope of information”—as when officials are asked 
general questions about the work environment rather than about their immediate experiences. To address this, 
survey questions should ask about public officials’ perceptions of corruption within their own organizations.

Merely eliciting a response, however, does not ensure that the data being collected through surveys are 
reflective of true norms surrounding corruption in public administration. For instance, to address whether 
face-to-face or online surveys better reduce response bias, chapter 19 examines the impact of survey mode 
on civil servant survey responses. Face-to-face surveys tend to offer several benefits, including significantly 
higher response rates and lower break-off rates. Online surveys, by contrast, limit the ability of an enumera-
tor to probe public servants for responses, which risks distorting the true prevalence of attitudes and behav-
iors tolerant of corruption. Online formats tend to elicit more candid responses to potentially sensitive ques-
tions about topics such as ethics violations. Indeed, the chapter presents evidence that face-to-face surveys 
produce more “desirable” responses compared to online surveys—for instance, fewer public servants report 
that employees “observe unethical behavior among colleagues.” Survey designers must therefore consider 
the trade-offs of each survey mode, recognizing that the choice of survey mode can impact the accuracy of 
results. The pilot phase and focus group discussions can help validate survey results.

To draw comparisons regarding the norms that enable corruption, practitioners may compare survey 
results across different demographics, organizations, and countries. To do so, these different groups must 
understand survey measures in the same way. However, norms around corruption differ across countries 
and, at times, across organizations within a single country. Determining what public servants view as 
corruption or as an ethical violation is therefore necessary to understanding and contextualizing the results 

FIGURE 8.2 Country Clusters Based on Relative Frequency of Bribes in Specific Areas
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of civil servant surveys.10 Chapter 24 provides an approach to this task by measuring the comparability of a 
latent statistical concept among different groups. While this chapter looks specifically at the concept of trans-
formational leadership, its approach can be applied to latent concepts relating to attitudes toward corruption. 
By using this framework, practitioners can better ensure that when they measure corruption norms against 
certain benchmarks, those benchmarks enable valid comparisons.

Finally, due to the limitations of survey data and the potential rigidity of attitudes and norms regarding 
corruption, qualitative analyses can be valuable tools for interpreting the data obtained through surveys. 
Principles for using qualitative analyses to analyze norms and the behavior of public servants are presented 
in chapter 30. For example, through participant observation, observers can document how public servants 
interact in an office environment, which may be difficult to capture using a survey instrument. Meetings and 
other forms of interaction between public servants may reveal power dynamics—in particular, how gender, 
race, and seniority stratify hierarchies in public administration. Incorporating qualitative analyses such as 
these into investigations of corruption norms can give practitioners more robust insights into the roots of 
corruption and tools to remedy it.

DIRECT OUTPUTS OF PUBLIC ADMINISTRATION

Corruption may affect the outputs of governments in multiple ways. Politicians may exert pressure on public 
servants to relax procedures for electoral gain. Public servants may accelerate cases for firms in exchange 
for bribes. These forms of corruption can be measured through household and citizen surveys. This section 
draws on Handbook chapters to outline several illustrative indicators to measure corruption in case and task 
data, as well as citizens’ perception of corruption. Since direct outputs are the products of public administra-
tion, these can be linked to multiple data sources, such as personnel, budget, and procurement. This enables 
practitioners to assess the efficiency of different personnel recruitment and management practices as well as 
norms and behaviors in producing important outcomes for citizens.

Case and Task Data

To implement policy, governments generate large amounts of administrative data on the deliberations and 
actions of public servants. These case data are rich records of how work is carried out within governments, 
and they enable practitioners and researchers to better understand public servants’ performance within public 
administration. For example, exploring data on social security cases in Italy, Fenizia (2022) estimates the effect of 
management changes on office productivity, finding that improvements in manager talent increase productivity. 
Dasgupta and Kapur (2020) collect data on time-usage diaries in India to analyze bureaucratic task overload in 
block development offices. In other cases, public servants may face pressure from superiors to expedite bidding 
processes and cases or to disregard due process in the development of new regulations (World Bank 2021).

It is possible to detect fraudulent activity by public servants by analyzing case data. Chapter 15 provides 
a simple measurement, the error rate, to identify cases of potential fraud risk in public administration. 
Calculating the fraction of claims and cases processed incorrectly allows governments to measure the extent 
of administrative irregularities and provide remedial measures. For example, in the case of social security 
claims, there are two types of mistake: a government agency may incorrectly give beneficiaries a social 
transfer or erroneously deny a transfer to the correct party. Keeping track of appeals by denied beneficiaries 
would only capture the latter case. To provide a comprehensive measure of the error rate, and better identify 
fraudulent behavior, governments should regularly audit a random subset of claims by government offices.

Public servant surveys can also provide insight into the extent to which cases are affected by corruption. 
Chapter 13 provides indicators to assess the quality and completeness of claims in government through 
enumerator reviews of extant cases. To measure the comprehensiveness of reporting on a claim across a 
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series of tasks, the following survey question was asked: “Where applicable, are minutes, memos, and other 
necessary records present and complete?” Another indicator is the overall commitment to effective process: 
“In general, to what extent does the file organization adhere to government procedure?”

Household and Citizen Surveys

Household surveys are a valuable tool to measure corruption in public administration, generating evidence 
on citizens’ trust in government, the quality and accessibility of service delivery, and experiences with bribes 
(Anderson, Kaufmann, and Recanatini 2003; UNODC and UNDP 2018). A 1998 report on Latvia shows, 
using household surveys, that over 40 percent of households and firms agreed with the statement “A system 
whereby people could anonymously report instances of corruption would not be successful because corrup-
tion is a natural part of our lives and helps solve many problems” (Anderson 1998). Additionally, citizens 
reported that bribes often occurred in reaction to difficulties in processing cases with public servants, such as 
intentional delays to resolve firms’ requests or vague explanations of legal requirements. Numerous studies 
have found negative correlations between citizens’ perception of corruption in government and their level 
of trust and satisfaction with the government, two foundational components of effective political systems 
(Park and Blenkinsopp 2011; Seligson 2002).

Citizen surveys can assess the extent to which citizens trust their government, focusing on issues of 
 corruption, such as bribery. To provide standardized metrics for measuring this relationship, chapter 28 
develops a framework concerning drivers of trust in public institutions. This framework is based on four com-
ponents of institutional trust, including a competence indicator that measures whether citizens believe public 
institutions “minimize uncertainty in the economic, social, and political environment” and a values indicator 
that measures whether public institutions “make decisions and use public resources ethically,  promoting 
the public interest over private interests, while combatting corruption.” Disaggregating these components of 
trust allows practitioners to gauge both the level of corruption citizens expect from their government and the 
extent to which citizens believe corruption affects the reliability of public services. By applying this framework 
through the Organisation for Economic Co-operation and Development (OECD) Survey on Drivers of Trust 
in Public Institutions, as described in chapter 28, practitioners can examine the multidimensional effects of 
corruption on trust in public institutions and compare their results with other countries.

While corruption may impact trust in different ways across countries, a few practices can strengthen 
government transparency and accountability to mitigate the effects of corruption. Chapter 25 outlines 
 several of these practices, which include disseminating public servant survey results across all levels of 
government as well as to the public. By disseminating survey results, which may include public servants’ 
 perceptions of corruption within their agencies, governments can increase awareness of areas for improve-
ment and incentivize stakeholders to act on results. One example comes from a recent corruption report in 
which a survey of federal civil servants in Brazil revealed that a majority had witnessed unethical practices 
while in the public service (World Bank 2021). By gathering and revealing this information, the comptroller 
general demonstrated his public commitment to addressing corruption.

FRONTLINE AGENCIES

Frontline agencies in government are responsible for the delivery of public services directly to citizens. These 
agencies include hospitals, schools, and police stations. Frontline agencies have been the subject of extensive 
research and policy work because their work has a direct impact on social welfare and their tasks, such as 
the delivery of health care or education, are often by nature amenable to measurement exercises. This section 
provides illustrative examples from the Handbook of how these agencies can be affected by corruption, 
such as bribery or budget leakages. Frontline agencies are amenable to different types of data integration: 
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personnel data help identify the extent to which service providers are qualified, management practice data 
provide information on how well services are being managed, and procurement data enable assessment of 
the extent to which important materials—for example, school textbooks or medical equipment—are sourced 
and distributed.

Service Delivery

Corruption may occur in different public services and sectors in the economy due to public servants’ power 
to allocate benefits or impose additional costs on citizens, such as bribes (Rose-Ackerman and Palifka 2016; 
World Bank 2003). An example of this type of corrupt behavior is when a service provider—such as a gov-
ernment clerk issuing licenses or a health official providing services—extracts an informal payment from a 
citizen or business to grant or expedite access to the service (World Bank 2020). The World Bank Enterprise 
Surveys find evidence that, across the world, around 12.3 percent of firms are expected to give gifts to get 
an operating license.11 Data from the World Bank Business Environment and Enterprise Performance 
Survey (BEEPS) suggest a higher prevalence of corruption in taxation and government contracts in contrast 
to utilities or environmental inspections (Anderson and Gray 2006). Collecting survey data on different 
respondents—for example, public servants, business owners, and citizens—paints a more holistic picture of 
corruption in service delivery. For example, the Governance and Anti-corruption (GAC) diagnostic surveys, 
developed by the World Bank, identify where a public servant asked for a bribe, or if a citizen first offered it.

In the Handbook, we provide different methodologies to measure corruption in both service delivery and 
sectoral data. For example, chapter 28 provides an indicator for measuring the integrity of public servants 
while they perform their duties, as observed by citizens. Specifically, the survey question is “If a government 
employee is offered a bribe in return for better or faster access to a public service, how likely or unlikely 
is it that they would accept it?” Asking citizens this question directly may reduce concerns over social- 
desirability bias that arise when surveying public servants, but both responses provide insight into how 
corruption in service delivery occurs.

Another indicator that may assist in measuring the prevalence of corruption is the time it takes to pro-
cess social security cases, as outlined in chapter 15. While a delay in processing cases may not directly imply 
corruption, combining this information with citizens’ perception of the prevalence of corruption may help 
identify particular sectors—such as social protection or business licenses—where delays in case processing 
are used as leverage to extract bribes from citizens.

Chapter 29 provides measures of service delivery (MSD) that can be used to identify cases of corruption 
in public service delivery. For health care in particular, patients may be asked questions regarding their con-
fidence in the health care system, such as their level of satisfaction and recommendation, as well as regarding 
care uptake and retention. Low indicators for satisfaction may signal issues regarding public service delivery 
and can be followed by more direct questions about corruption. Additionally, indicators on the availability 
of medical equipment and supplies may help evaluate whether these resources are being allocated to relevant 
facilities or leaked along the way.

Finally, procurement indicators can be also used to evaluate contracts between a government’s frontline 
agencies and contractors, as outlined in chapter 12. The prevalence of single-bidder contracts and short time 
periods for bid preparation point to problems in the bidding process, while a low number of renegotiations 
can shed light on collusion between government officials and contractors.

Regulation of Economic Sectors

Corruption is often linked to government officials’ power to regulate what firms and individuals can do 
in particular sectors of the economy. Corruption in regulation affects environmental regulation, building 
inspections, labor and safety standards, and land-use management, among other areas. The rationale for 
government regulation emerged as a response to the rise of natural monopolies, such as in the telecommu-
nications and energy industries, where the government should act in the public interest to reduce negative 
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market externalities (Berg and Tschirhart 1988). However, regulation is subject to the pressure of interest 
groups and may be exposed to regulatory capture due to informational asymmetries and direct bribes 
(Laffont and Tirole 1991) or the promise of postgovernment employment in regulated industries (Dal Bó 
2006). Because improving the informational environment can reduce the potential for regulatory capture, 
sectoral reforms have often focused on increasing transparency and access to data. A report on land manage-
ment in Vietnam highlights how data can be used to track transparency and, in turn, how that transparency 
can reduce corruption in land-use regulation (World Bank 2014). The justice system plays an important role 
in enforcing regulation but can itself be exposed to corruption through bribery and other forms of capture.

The Handbook provides a few tools to understand corruption in sectoral cases, from both the supply and 
the demand side. On the demand side, chapter 28 highlights how measures of integrity and reliability can be 
applied to citizens’ experiences with regulatory agencies. For example, if a citizen is to apply for a business 
license, an indicator of the fairness of the process is the question “If you or a member of your family would 
apply for a business license, how likely or unlikely do you think it is that your application would be treated 
fairly?” Evaluating how business owners have been treated depending on age, education, and gender may 
yield additional insights about fairness. Questions regarding the integrity of public servants when adjudicat-
ing business license applications may yield insights into the extent to which regulatory agencies have been 
captured. Chapter 13 provides indicators on the supply side of government regulation. The degree to which 
internal government procedures are followed when adjudicating licensing and regulatory cases, as well as 
the degree to which cases are complete, provides evidence on whether governments are being impartial and 
thorough when adjudicating the enforcement of regulations on businesses and citizens.12

Revenue Collection

Corruption in revenue collection affects tax collection from citizens and revenue from customs, licens-
ing fees, fines, and the sale of goods and services. Enterprise Surveys routinely point to tax as a source of 
corruption, often in the form of bribes to avoid paying the full tax amount, as illustrated in figure 8.3. This 
can weaken the tax base of the country and lead to government underfunding. Furthermore, corruption 
in tax administration can cause inefficiency by diverting resources from productive activity to bribery and 

FIGURE 8.3 Percentage of Firms Expected to Give Gifts in Meetings with Tax 
Officials, by Region
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undermining equity, as honest taxpayers bear the brunt of these costs (Purohit 2007). In customs, corrup-
tion tends to take two forms: customs officials may pocket a portion of import revenue or may extract bribes 
from importers in exchange for some benefit (Yang 2006). Both forms of corruption can harm citizens by 
siphoning off revenue from the government, of which customs duties often constitute a significant share. 
Beyond financial costs, bribery in customs risks harming citizens by allowing illegal and potentially danger-
ous goods into the country. Through targeted incentives and heightened monitoring, corruption in customs 
can be curtailed (World Bank 2020).

Methods for mitigating corruption in revenue collection and administration are examined in chapter 15 
using a case study from Punjab, Pakistan. The tools used to ensure the quality of tax administration include 
standardizing the process of reporting collected taxes and cross-checking the tax department’s adminis-
trative records against the national bank’s tax receipts for discrepancies. The chapter also assesses perfor-
mance-pay mechanisms to improve revenue collection. Although these programs may increase revenue, they 
may also lead to greater bribes as performance rewards increase tax collectors’ bargaining power over citi-
zens. Governments should therefore consider the costs of potential incentive schemes for tax administrators.

Chapter 14 provides tools for identifying bottlenecks in customs processes, which lessen  incentives 
to bribe officials to expedite the processes. These include the Automated System for Customs Data 
( ASYCUDA), time-release studies (TRS), trader perception surveys, and GPS trackers. Furthermore, the 
chapter describes revenue collection indicators that can be used to detect fraud. Where fraud is suspected, 
authorities can look at the value of identical goods or similar goods to determine the revenue that could have 
been collected had goods been correctly declared. Monitoring customs can be reinforced with mirror anal-
yses that compare the quantity of goods declared by the exporting country to the quantity of similar goods 
declared by the importing country.

CONCLUSION

This chapter has provided a framework for both conceptualizing and measuring corruption in public admin-
istration. It recognizes corruption as a challenge with many faces and with particular characteristics and 
ways of operating in each sector of public administration. By assessing corruption along the public sector 
production function, we have highlighted the range of microdata approaches available in the Handbook to 
understand corruption in public administration. While our thematic focus has been on corruption, other 
topics in public administration are amenable to this approach as well. Of course, our review—drawing 
in particular on the chapters in this book—has only lightly engaged the vast literature on this topic. For 
example, hundreds of surveys on corruption in public administration have been conducted, with techniques 
ranging from list experiments to direct questions to randomized response techniques, to name a few.

Our goal in this chapter has been to highlight the different microdata sources and methodologies 
available to assess corruption and to show how measurement along the public administration production 
function can help analysts assess corruption holistically. This approach showcases the benefits of employing 
multiple sources of information in holistically assessing substantive topics in public administration, such as 
corruption. In so doing, we hope to have highlighted the benefits and challenges associated with the holistic 
use of government analytics in reducing corruption.

Beyond the comprehensiveness of analytics on corruption, a multipronged approach enables the inte-
gration of multiple data sources to reveal corruption in innovative ways. For example, integrating HRMIS 
with procurement data can reveal which procurement officials are more likely to manage corrupt bidding 
practices that benefit colluding companies. Additionally, information on wages, management practices, and 
other data sources can help diagnose what risk factors are associated with procurement officials’ corrupt 
behavior. This integration of data provides exciting possibilities for understanding how corruption operates, 
generating novel insights that would not be possible if analytics were restricted to a single sector.
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Finally, we have emphasized that measurement can provide direction for reducing corruption, but it does 
not reduce corruption itself. Challenging administrative reforms need to embed analytics of corruption into 
a broader public sector reform strategy, proactively using indicators to identify and enact policies against 
corruption. This requires not only technical knowledge but political negotiation based on compromise 
and consensus building. We hope that evidence-based reforms, informed by analytical insights, can guide 
 practitioners in their efforts to understand and reduce corruption.

NOTES

 We are grateful to Alexandra Jasmine Chau for excellent research assistance in completing this chapter. We are grateful 
for helpful comments from Daniel Rogger.

 1. For a report on the multiple faces of corruption, see Campos and Pradhan (2007). For a comprehensive discussion of 
 definitions of corruption, see Fisman and Golden (2017). Anderson et al. (2019) include a review of other definitions.

 2. For a sample of innovative research and development on the use of data analytics to understand corruption, see video of 
the sessions from the Symposium on Data Analytics and Anticorruption (World Bank and Korea Development Institute 
School of Public Policy and Management 2021).

 3. For a discussion, see chapter 4.
 4. Focus groups and interviews enable involved actors to share their experiences with corruption and reveal these sources of 

pressure (Benjamin et al. 2014).
 5. The experience of the National Institute of Statistics and Geography (INEGI), the national statistical agency of Mexico, 

sets an example for other countries about how to integrate data collection on corruption with regular data efforts. INEGI 
 centralizes information on audits, experiences with corruption by citizens, and sanctions against civil servants. See the 
topic “Transparency and Anti-corruption” on the INEGI website: https://en.www.inegi.org.mx/temas/transparencia/.

 6. This problem is highlighted in the Brazilian newspaper article “Problema não é número de servidores, mas salários altos, 
diz Temer a Bolsonaro,” Folha de S.Paulo, November 16, 2018, https://www1.folha.uol.com.br/mercado/2018/11/problema 
-nao-e-numero-de-servidores-mas-salarios-altos-diz-temer-a-bolsonaro.shtml.

 7. More information about the PEFA assessment is available at the PEFA website, https://pefa.org/. For more information 
about PETS, see Koziol and Tolmie (2010).

 8. A sampling tool for survey designers to assess the scale of sample required to investigate different topics in the public 
service is described in more detail in chapter 20 and can be found here: https://encuesta-col.shinyapps.io/sampling_tool/.

 9. Examples of the measurement of conflict of interest include the Public Accountability Mechanisms (PAM) Initiative, 
EuroPAM, and the work done under the Stolen Asset Recovery (StAR) Initiative. Data on PAM are available at 
https://datacatalog.worldbank.org/search/dataset/0040224. Information about EuroPAM can be found on its website, 
https://europam.eu/. For more information about StAR, see World Bank (2012).

10. Anderson (2002) and World Bank (2002) also include direct survey questions—in the Kyrgyz Republic and Kazakhstan, 
respectively—about whether public servants define certain behaviors as “corruption.”

11. Data on corruption from the World Bank Enterprise Surveys are accessible at https://www.enterprisesurveys.org/en/data 
/ exploretopics/corruption.

12. There are also de jure measures that look at gaps in the existing legal or regulatory structure that allow government officials 
to exercise discretion in favor of or against regulated entities. Mahmood and Slimane (2018) look at the existence of these 
structural weaknesses that allow firms to exercise privileges.
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SUMMARY

Creating the conditions for effective data analytics in the public sector requires reforming management 
information systems (MIS) . This chapter outlines a road map to guide practitioners in the development 
of analytically driven information systems, drawing on the experience of World Bank practitioners and 
government officials . The conceptual framework and cases presented focus on human resources 
 management information systems (HRMIS), foundational data infrastructures that provide information on 
personnel and compensation . However, the chapter articulates broader lessons for designing and man-
aging information systems for government analytics . The chapter first discusses the stages in reforming 
an HRMIS, outlining key decision points and trade-offs involved in building public sector data architec-
tures . It then demonstrates how this framework can be applied in practice and the associated risks, draw-
ing on case studies of analytical transformations of HRMIS in Luxembourg, Brazil, and the United States .

Khuram Farooq is a senior financial management specialist in the World Bank’s Governance Global Practice. Galileu Kim is a research 
analyst in the World Bank’s Development Impact Evaluation (DIME) Department.

CHAPTER 9

Creating Data 
Infrastructures for 
Government Analytics
Khuram Farooq and Galileu Kim

ANALYTICS IN PRACTICE

 ● Many government information systems, such as human resources management information systems 
(HRMIS), can be thought of in terms of the interaction of distinct data modules. Thinking about data 
within these “islands” of like data allows the analyst to define more precisely the reforms such modules 
might need and identify interdependencies between them. For example, an HRMIS can be thought of as 
multiple modules, including payroll and personnel data, that interact to provide insights any single type 
of data could not. As a result, reforms must be precise regarding which modules will be modified and 
why. The implementation team needs to be aware of how modules depend on one another in order to 
understand how the flow of data within the information system might disrupt the use and interpretation 
of other modules in the system.
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 ● HRMIS data modules are not created equal: rather, some provide the foundation upon which all other 
systems rely. Reforms should prioritize the comprehensiveness and quality of foundational modules in 
human resource management and then transition to developing more complex analytical modules. In 
HRMIS reforms, foundational modules—including payroll compliance and basic personnel informa-
tion—should take precedence over other layers, such as talent management and analytics. Without a 
quality foundation, other modules will produce imprecise or inaccurate analytics. Analytical modules, 
including dashboards and reports, require that foundational modules be set in place and that their data 
be accurate.

 ● However, almost any government data system that has prioritized accurate measurement can be useful. 
Thus, small reforms targeted at strengthening basic data quality can generate analytical insights even 
when other foundational modules need further reform. Most developing countries are in the process of 
building foundational HRMIS modules, such as payroll or basic information on HR headcount. Accurate 
measurement of these data can be useful. Even if these foundational modules are incomplete in terms of 
the wider vision of the implementation team, it is still possible to develop analytics reports from founda-
tional modules, such as wage bill analysis and sectorwise employment. Analytical reports can be pro-
duced, even if manually, without implementing an analytics module. Though data analysis and visualiza-
tion might be narrow in scope, this approach can provide quicker results and build even greater political 
will for further reform.

 ● HRMIS reform processes should be informed by the policy objectives of practitioners, such as improving 
the budgetary compliance of the wage bill. This facilitates political commitment to HRMIS reforms and 
ensures their policy relevance, although institutional coordination should be secured as well. HRMIS 
reforms should be anchored in problems the government considers policy priorities to secure commit-
ment from political leadership. These problems typically include wage bill controls, identifying ghost 
workers, and providing analytics for decision-making about workforce composition and planning. 
Since HRMIS reforms are often cross-cutting, institutional coordination among the various government 
agencies involved in public administration is critical. An institutional mandate and the inclusion of key 
stakeholders may facilitate this effort.

 ● The reform process should sequentially strengthen the maturity of the wider system, with defined stages 
guiding the implementation process. A sequential approach to HRMIS reforms is illustrated in the 
figures throughout this chapter. They imply the preparation of a rollout strategy—however limited—that 
plans for the political obstacles ahead and considers the constraints of the existing legal framework. 
Implementation requires both repeated testing of the solution and creating accessible technical support 
for users of the HRMIS. Finally, monitoring the reform includes credibly shutting down legacy systems 
and tracking the use of new solutions.

 ● A gradual and flexible approach can enhance the sustainability and future development of the HRMIS, 
due to unexpected data coverage and quality issues. Because HRMIS and other public sector data sys-
tems are so complex, unexpected challenges may arise along the way. Data coverage may be incomplete, 
requiring that additional information be integrated from other modules. Data quality may also be com-
promised because incorrect human resources (HR) records may be widespread. Therefore, reform teams 
should build contingency plans from the start, make choices that provide them with  multiple options, 
and be ready to adapt their plan even during the implementation phase.

 ● The design of the reform should carefully consider the trade-offs involved in choosing different specifi-
cations. Design choices have different implications for reform, regarding both the breadth of the reform 
and its sustainability. For instance, outsourcing the solution to private firms for the implementation of 
HRMIS reforms may reduce the need to build in-house capacity to develop the software and accelerate 
the reform timeline, but this choice may still require building capacity for maintenance in the long run. 
Building internal capacity and managing these operational trade-offs is at the heart of a public service 
that is most likely to capitalize on technological progress.
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INTRODUCTION

The World Development Report 2021 (World Bank 2021b) outlines the potential for data to improve 
 developmental outcomes. However, as the report highlights, the creative potential of data can only be 
tapped by embedding data in systems, particularly information systems, that produce value from them. 
In other words, data must be harnessed into public intent data, defined as “data collected with the intent of 
serving the public good by informing the design, execution, monitoring, and evaluation of public policy” 
(World Bank 2021b, 54).

For data to serve this purpose, robust data infrastructures are necessary. Governments across the world 
collect vast amounts of data, particularly through statistical offices—when gathering information on society—
and through the internal use of management information systems (MIS) (Bozeman and Bretschneider 1986).1 
These forms of data infrastructure are used to generate measures in multiple policy domains described 
elsewhere in The Government Analytics Handbook: from budget planning (chapter 11) to customs (chapter 14) 
and public procurement (chapter 12). Government-owned data infrastructure can generate data analytics to 
support policy making through the application of statistical techniques (Runkler 2020).

However, data infrastructures that provide analytical insights are still at various levels of maturity in the 
public sector in general and developing countries in particular. A 2016 report highlights that governments 
only explore 10–20 percent of the potential value of analytics, in contrast to 40–50 percent in private sector 
retail (Henke et al. 2016). Multiple factors account for the relative underdevelopment of analytics in public 
administration. In contrast to the private sector, governments respond to multidimensional demands and 
diverse stakeholders (Newcomer and Caudle 1991). Siloed and legacy systems inhibit data integration and 
analytics pipelines (Caudle, Gorr, and Newcomer 1991).

Promoting the use of data analytics in the public sector requires a combination of both  technological 
innovation and organizational change, the analog complements to data analytics (World Bank 2016). 
In particular, the development of data analytics within the public sector requires a coordinated effort to 
both transform how data are stored and analyzed and embed these analytical insights into the decision-
making processes of public sector agencies. These reforms are often part of a larger digitalization strategy 
(World Bank 2021a). It is these reforms in data infrastructure that make possible the use of data analytics 
in the public sector, often led by a public sector reform team.

This chapter provides a road map to the implementation of analytically driven data infrastructures in 
the public sector, drawing on the experiences of World Bank practitioners and government officials across 
the world. The substantive focus is on human resources management information systems (HRMIS), a 
core  function within public administration.2 The conceptual framework outlined provides a foundational 
perspective on data analytics in the public sector, exploring the established domain of human resource 
management to illustrate key design decisions in the transformation of data infrastructure into analytics. 
However, the road map described in this chapter is generalizable to a variety of settings, and throughout the 
chapter, we emphasize its adaptability to other settings.

The conceptual framework is divided into two parts. The first section provides a typology of the modules 
that comprise an HRMIS, describing both their content and how they relate to one another. The emphasis 
is on the distinction between foundational and analytics modules—in particular, how the foundational 
modules feed into analytical products. Equipped with conceptual clarity about the structure of the informa-
tion system, we move on to the operational framework for HRMIS reforms. This section describes in detail a 
framework for HRMIS reforms, outlining a sequential approach to reform (Diamond 2013). The operational 
framework describes the different stages in HRMIS implementation, their requirements, and best practices 
for each.

After laying out this conceptual framework, the chapter focuses on a set of case studies to illustrate how it 
can be applied in practice. Luxembourg showcases the development of a human resources business intelli-
gence competency center (HR BICC), an intricate dashboard that has revolutionized how HR analytics are 
conducted. The case of Brazil describes how a machine-learning-empowered fraud detection system reduced 
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costs and improved the efficiency of an audit team responsible for overseeing the federal government payroll. 
Finally, the case of the United States highlights the experience of a team in the National Institute of Diabetes 
and Digestive and Kidney Diseases (NIDDK) that developed a dashboard enabling the fast and intuitive use 
of employee engagement surveys for policy making.

We recognize that these cases are drawn primarily from developed countries (the United States and 
Luxembourg) and a developing country with a relatively mature HRMIS (Brazil). Practitioners should be 
aware that while the lessons are generalizable to contexts in which MIS may be less mature, the challenges 
faced may differ. For instance, in each of these cases, an HRMIS was already in place with foundational mod-
ules to use in analytical transformation. This may not be the case in countries where the foundational modules 
have not been set in place. As a result, while a similar operational framework may be deployed, the types of 
products (analytical or foundational) may differ substantially. Having said this, we believe these cases illus-
trate general principles that are useful for all practitioners interested in applying an operational framework for 
HRMIS reforms. Each case study is described in greater detail in case studies 9.1–9.3 of the Handbook.

A set of practical lessons emerge from the conceptual framework and case studies. First, a modular 
approach to HRMIS reforms enables a precise definition of the reform’s scope and how the intervention will 
affect the broader data ecosystem. Reform teams should consider available resources when deciding which 
modules to target for reform, as well as how data flow across modules. Second, foundational modules, which 
focus on payroll, personnel management, and position management, should take precedence over analytical 
layers, in large part because analytics requires well-structured data records. Nevertheless, analytical layers can 
be designed for specific modules within an HRMIS if their scopes are sufficiently narrow and well defined. In 
general, a sequential and flexible approach to data infrastructure reform is recommended. An ex ante assess-
ment of key issues in human resource and wage bill management (both in terms of their likelihood and the 
severity of their impact on the system as a whole) will enable governments to hedge risks to their initial design.

Finally, the implementation of data infrastructure reforms needs to navigate political-economic issues 
and ensure leadership commitment and institutional coordination among agencies. To do so, it helps to 
anchor measurement and analytical outputs in problems the government considers priorities to address. In 
an HRMIS, these are typically wage bill controls, analytics for personnel decision-making, and workforce 
planning. Coordination can be facilitated by including key stakeholders and clarifying institutional mandates 
over data collection and processing. On a more technical note, capacity issues should be considered before 
and during implementation. Governments often implement large-scale data infrastructure reforms for the 
first time and may require external assistance from experts who have engaged in similar reforms before.

These lessons are generalizable to other data infrastructures. A modular approach to reform can be 
applied in non-HRMIS settings as well. For instance, reforms for public procurement information  systems 
may focus on the bidding process or on contract implementation. Additionally, analytical insights can 
be derived from each one of these modules, but only once data quality and completeness are ensured.3 
A sequential and flexible approach to reform is beneficial in non-HRMIS settings as well. Shocks, whether 
political or technical in nature, can occur regardless of the content of the information system, and reform 
teams should be ready to address them in both the preparation and implementation phases.

This chapter is structured as follows. Section 2 presents policy objectives and associated issues for an 
HRMIS. Section 3 presents a typology of HRMIS core modules and how these modules relate to one another. 
Section 4 presents a framework for HRMIS reform implementation. Section 5 provides an overview of the 
case studies and applies the conceptual framework to the cases. Finally, section 6 concludes.

HRMIS POLICY OBJECTIVES

In this section, we present four objectives common to HRMIS: compliance for fiscal sustainability, employee 
productivity, process efficiency, and analytics for decision-making. In so doing, we also highlight issues in 
their implementation. Each HRMIS module maps onto key policy objectives for an HRMIS: the compliance 
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objective is associated with core modules, such as payroll, employee productivity is associated with talent 
management modules, and analytics for decision-making is associated with analytical modules. Process 
efficiency is cross-cutting and often directly relates to the way HR records are produced. For example, the 
appointment of civil servants may require long verification processes, often done manually. Automation 
of the process could increase HRMIS efficiency. Figure 9.1 highlights these policy objectives and their 
stakeholders.

Compliance for Fiscal Sustainability

Wage bill compliance with the established budget is necessary for fiscal sustainability. The comptroller 
general, or another agency responsible for government payroll, manages payroll controls for budgetary 
compliance. At a more granular level, payroll controls include verifying the authenticity of employment 
and ensuring accurate payroll calculations and reconciliations. Verifying the authenticity of employment 
requires identifying and eliminating ghost workers.4 Ghost workers adversely impact fiscal sustainability and 
often draw negative attention from the public and policy makers. Another important control is compliance 
with budgetary ceilings. In many jurisdictions, the approved budget is not directly linked to payroll,  leading 
to overspending. HRMIS regulations should be interpreted correctly and consistently to calculate pay, 
 allowances, and deductions. Employee records should be updated regularly, with bank reconciliations and 
payroll audits to ensure integrity and compliance.

FIGURE 9.1 Policy Objectives for Human Resources Management Information 
Systems and Respective Stakeholders
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Employee Productivity

The public service commission and the civil service agency are entities focused on employee productivity and 
engagement. An HRMIS should give them an accurate overview of employees to help them improve recruitment, 
develop the performance of the workforce, and enhance their skills. Information on employee qualifications and 
skills can inform a strategic view of workforce training so that these entities can design training strategies around 
skills shortages and respond to emerging capacity needs. Recruitment patterns can be analyzed to improve talent 
pools and reduce potentially discriminatory practices. The performance of the workforce can be monitored using 
metrics on engagement and attrition rates. In the absence of these measurements, stakeholders are unable to 
approach employee productivity in an evidence-based and strategic manner.

Process Efficiency

Government agencies, including the ministry of finance, the public service commission, and the civil service 
agency, are also interested in improving operational efficiency. In some settings, the HR department manu-
ally calculates the salaries of employees each month using spreadsheets. This process is not only extremely 
inefficient but also prone to error. Another example of operational efficiency lies in the hiring process. 
Hiring departments perform multiple verifications for the first-time appointment of civil servants. These 
may involve verifying hard copies of key information, such as prosecution history or educational qualifica-
tions, from multiple departments and ministries. Manual procedures and hard-copy files delay administra-
tive actions, leading to lower morale, productivity, and efficiency. Process efficiency is therefore another key 
policy objective for an HRMIS.

Analytics for Decision-Making

The ministry of finance—together with the civil service agency and the establishment or human 
resources (HR) department—needs data on HR for making evidence-based, strategic decisions. 
These decisions concern a range of issues, such as the overall size of the wage bill, salary and pension 
increases, cuts on allowances, and the financial impact of employee benefits, like medical insurance. 
Decision-makers need reliable HR reports in a timely manner. In most jurisdictions, these reports are 
collected manually, through ad hoc measures that take weeks or months, adversely impacting efficient 
decision-making. In advanced settings, analytics, dashboards, and business intelligence applications are 
used to enhance effective decision-making.

While these policy objectives are specific to an HRMIS, note that a more general exercise can be done 
for other information systems. For example, chapter 11 highlights how policy objectives such as budgetary 
compliance can inform the analytical use of public expenditure data. Ultimately, information systems are 
designed to assist policy makers in accomplishing their goals. It is only sensible that, depending on the pol-
icy area, these goals may differ, but this policy orientation remains the same.

HRMIS CORE MODULES

An HRMIS is an information system designed to enable the management of human resources in the public 
sector. As such, these technological solutions offer a variety of functionalities, which correspond to mod-
ules such as payroll or talent management (figure 9.2). HRMIS reforms require careful consideration of the 
scope of an intervention—in particular, consideration of which module within the HRMIS will be targeted. 
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Identifying what modules comprise an extant HRMIS enables the consideration of interdependencies across 
modules, as well as the feasibility of reform.

HRMIS modules comprise four broad categories, ordered from foundational to analytical:

1. Foundational modules ensure compliance and control of both the wage bill and personnel. They include 
payroll (benefits and compensation) management, position and organizational management, career 
management, and employee profiles, among others.

2. Talent management modules include recruitment and performance management, competency, and 
learning, as well as succession planning. Talent management is used primarily to improve employee 
productivity.

3. User experience and employee engagement modules improve user experience and employee 
 engagement. These modules encompass employee and manager self-service and staff survey systems.

4. HR analytics can be developed for workforce planning, as well as strategic and operational 
 decision-making, once the data infrastructure layer has been developed.

These modules provide the basic infrastructure layer for HR data and associated analytical outputs. The 
foundational modules are responsible for the accurate and reliable storage of any form of HR record. Talent 
management modules monitor career life cycles, and user experience modules monitor the overall experience 

FIGURE 9.2 Human Resources Management Information Systems Data Infrastructure Modules
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of users who interface with the MIS or whose data comprise its case data. Finally, the analytics layer extracts 
value from the underlying data infrastructure to inform strategic decisions at an operational level.

An analogous structure can be found in other MIS. For instance, when considering customs data (see 
chapter 14), foundational modules include revenue collection and the release time of goods. These modules 
comprise their own records (“What was the monetary value of the customs declaration for a particular 
good?”) and potentially their own indicators (“What was the total revenue on exported goods for the month 
of June?”). Analytical modules provide these indicators to inform policy making. As an example, if customs 
authorities detected an atypical decrease in tax revenues for a given month, they might send a team of 
auditors to verify why this occurred. This example highlights how, while the data content of these systems 
differs, the logic by which they are organized remains largely the same.

Note that each of the modules outlined in figure 9.2 is connected to a set of records and measurements, 
described in further detail in table 9.1. The table highlights the variety of available HRMIS indicators and 

TABLE 9.1 Human Resources Modules and Associated Measures

Module HR measures

Foundational

Payroll Size of wage bill and budget/position compliance; deviation of wage bill expenditures from the budget; 
sector, administration, and geographical breakdown; percentage of employees in various categories—civil 
servants, public servants, part-time, wage bill arrears

Position management Establishment control—employees paid against the approved positions in the budget; average tenure on a 
position; regional quotas; ratio of public servants, civil servants, political appointees, temporary workforce, 
and other employee categories

Organization 
management

Organization architecture reflecting government structure

Employee master data Tracking of policy effectiveness on gender ratios, regional quotas, and minorities, disabled, and other 
minority groups; education profiles—degrees and certifications; experience; history of service; ghost workers 
as a percentage of total workers

Personnel development Competency improvement measures; promotions; secondments

Benefits management Benefits and their cost impact

Compensation 
management

Salaries and allowance structures; compensation equity/disparities in allowances/pay across sectors, 
administrations, and geographies

Time management Absentee rate; overtime; staff on various types of leave

Pension Pension as a percentage of the wage bill; future liabilities; impact of pension increases on budget

Talent management 

Performance 
management

Top-rated and lower-rated employees disaggregated by ministry, department, and agency; rate of 
performance reviews completed—ministrywide

E-recruitment Time to hire; time to fill; applications per job posting; recruitment patterns; applicant profiles; recruitment 
method—through public service commission, direct contracting, contingent workforce, political appointments, 
or internal competition; ministry-level appointments

Learning management Training and skills metrics

Succession planning Percentage of identified positions that have an identified successor

Workforce planning Ratios—gradewise and sectorwise; promotions; vacancies

Career development Promotion rate; average time to promote in a grade per service category

Competency 
management

Percentage gaps in required competencies

(continues on next page)



CHAPTER 9: CREATING DATA INFRASTRUCTURES FOR GOVERNMENT ANALYTICS 159

their corresponding modules, which can be selected and adjusted to practitioners’ needs. A payroll module 
may include different sets of measurements, from the size of the wage bill to a breakdown of contract types 
for civil servants. This diversity implies that practitioners may select measurements that are relevant to their 
use case, prioritizing some modules and indicators over others.

OPERATIONAL FRAMEWORK FOR HRMIS REFORMS

HRMIS reforms are designed to address issues and bottlenecks that prevent stakeholders from 
 accomplishing their policy objectives, such as improving compliance and employee productivity. 
The  implementation of HRMIS reforms can be divided into three stages: preparation, implementation, 
and monitoring. Figure 9.3 outlines the different phases and their respective components, and the following 
subsections discuss each of the steps outlined.

Note that the stages of HRMIS reforms described in the subsequent sections are agnostic with respect 
to the particular module targeted for reform. Different HRMIS reforms, whether in building an analytics 
dashboard or improving foundational modules, require a similar approach with regard to the sequence of 
implementation. Of the multiple elements contained in each of these phases, practitioners are encouraged 
to begin by assessing which elements are of the greatest importance to the implementation of a particular 
HRMIS reform project in their setting.

Preparation

The preparation phase lays the groundwork for the implementation of HRMIS reforms. In this phase, 
key design choices occur, such as defining the scope and the technology to be deployed. Additionally, the 
 preparation phase is an opportunity to engage in a comprehensive diagnostic of the current HRMIS, as well 
as define the scope of the reform and identify the modules that will be addressed in the intervention.

The preparation phase is an opportunity for the reform team to familiarize themselves with their insti-
tutional context as well as the extant data infrastructure, adjusting their strategy in the process. In settings 

TABLE 9.1 Human Resources Modules and Associated Measures (continued)

Module HR measures

User experience and employee engagement

Employee self-service Time taken to complete an HR transaction; number of self-service systems available

Manager self-service Time taken to decide or approve HR transactions; number of manager self-service systems available

Mobile apps Number of mobile apps available for various HR functions—leave, profile

Employee engagement 
surveys

Number of employees responding to surveys; satisfaction rate with management and HR policies

HR analytics and reporting

HR reports, analytics, or 
dashboards/workforce 
planning

Levels and distribution of employment; wage bill and its distribution across sectors, administration, and 
geographies; wage bill and its impact on fiscal sustainability; wage bill as a percentage of revenue; wage bill 
as a share of GDP; public vs . private employment; sector, administration, and geographic distribution of public 
employment

Source: Original table for this publication .
Note: HR = human resources .
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where a decentralized HRMIS is in place, the implementation team may require senior management support 
to promote reforms to different agencies. Much of the effort in the preparation phase should be spent on 
ironing out institutional coordination issues.

Rollout Strategy and Sequencing

A system rollout strategy should be prepared to guide the implementation. The strategy should address key 
issues of the scope and sequencing of the rollout. The rollout strategy builds on the mapping of the different 
modules of the HRMIS. In contrast to the broader HRMIS implementation sequence, the rollout strategy 
defines how the intervention will achieve the development of the HRMIS. This sequencing accounts for the 
level of maturity of the current HRMIS, as outlined in figure 9.4.

In terms of sequencing, most countries spend considerable effort on first establishing the basic data 
infrastructure layer and ensuring compliance and controls (stage 1). Compliance generally centers on 
the financial compliance of payroll with budget but also on the accurate calculation of payroll to avoid 
paying ghost workers. Once the data infrastructure layer has been established, it would be prudent to 
work on data analytics, HR reports, and workforce planning through the implementation of these mod-
ules. However, it is worthwhile to note that raw analytical reports can be shared with decision-makers 
even during the foundational modules, without waiting for the full-blown implementation of analytics 
modules.

We can generalize stages of maturity in data infrastructure to other cases beyond HRMIS. Budgetary 
compliance and control in an HRMIS refer to more general principles of data quality and comprehensive-
ness, which allow for a transition from stage 1 to 2. This is a foundational step for data infrastructure in 
the public sector: it allows for the reliable collection and retention of data on a variety of HR procedures. 
The next step is the transition from stage 2 to 3, focusing on productivity: the use of HRMIS data to gen-
erate performance or productivity metrics on personnel. This requires access to reliable data, produced by 

FIGURE 9.3 Human Resources Management Information Systems 
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the careful implementation of step 1, as well as defining how to measure productivity and which indica-
tors would be necessary to do so. The final step is planning and monitoring, where reliable data produce 
indicators that inform policy making. This characterizes an HRMIS that has transitioned to stage 4 of data 
analytics.

Institutional Coordination and Legal Framework

The implementation of a new HRMIS requires institutional coordination due to its complexity and its 
multiple stakeholders. One of the first steps in institutional coordination is identifying the principal 
stakeholders in an HRMIS. In most settings, the comptroller general of accounts, under the ministry of 
finance, is responsible for the payroll and leads the initial implementation to improve budget compliance, 
payroll calculations, and overall efficiencies. However, in other settings, it is the civil service agency that is 
responsible for an HRMIS and leads the initial implementation.

An HRMIS may also be decentralized. In this context, the ministry of finance is more focused on 
ensuring payroll compliance with existing regulations. It requires line ministries and respective HR 
 departments to send payroll payment requests to the comptroller general to ensure budgetary control 
through an integrated financial management system. This decentralized arrangement could pose additional 
challenges to reform due to the multiplicity of stakeholders, siloed data, and the need for coordination. 
In such a case, reform may require additional coordination and buy-in from the implementation team.

FIGURE 9.4 Human Resources Management Information Systems Maturity
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Legal authorizations and associated reform strategies should be secured prior to reforms. For instance, 
the implementation team may require a set of legal documents authorizing the implementation of the 
reform, which may include terms of reference and procurement requirements to hire a vendor. These doc-
uments clearly articulate the scope of the reform to the implementation team and affected agencies. They 
provide assurance that necessary permissions have been secured for the project, reducing uncertainty and 
potential negative repercussions for not complying with the existing regulatory framework.

To avoid political resistance to reform, a softer approach can be adopted. Under this approach, line 
agencies can continue with their previous HRMIS but are asked to provide HR data to a central reposi-
tory directly from the legacy system. However, this approach does not address inefficiencies associated 
with duplicative investments and siloed approaches, nor does it ensure compliance once the reform 
is implemented. Considerable delays and noncompliance can occur, though analytics information for 
decision-making may become initially available.

Defining the Scope of an HRMIS

Changes to an HRMIS can target one or more of the HRMIS modules outlined in section 2. Note that the 
choice of scope entails important trade-offs between the breadth of the intervention and the feasibility of the 
reform project. Three possible scopes for HRMIS reforms are:

 ● Increasing the number of indicators and modifying existing indicators for a particular HRMIS 
module. For instance, reform stakeholders may be interested in obtaining additional information on the 
types of appointments of civil servants. This may include further disaggregation of appointment indica-
tors: whether civil servants are tenured, political appointees, or on temporary contracts.

 ● Expanding HRMIS coverage by increasing the number of modules. A key decision may be what insti-
tutions will be covered under the HRMIS and how that coverage will be phased in. Certain institutions 
may differ in important ways from those in the wider service. How will these differences affect the types 
of indicators available?

 ● Ensuring national coverage of the HRMIS, including subnational governments. Civil servants may 
be spread across the country in various regions, provinces, or districts. Is the HRMIS meant to reach the 
entire country or some subset of the country? An analysis of employee coverage in these geographical 
areas would help define the scope and logistical effort in the implementation of the HRMIS.

By choosing the scope of the HRMIS along each of the above dimensions, the implementation team 
identifies the key issues about which choices must be made. Key areas to be covered could include legal, 
policy, and institutional frameworks; HR and payroll regulations (including pay scales and allowances and 
the extent of their consistent application across ministries, departments, and agencies [MDAs]); budgetary 
allocation; and key issues of compliance, productivity, efficiency, and analytics.

Choice of Technology

Another key decision point during the preparation phase is the choice of technology (figure 9.3). Two major 
categories of software technology are available: custom-developed software and commercial off-the-shelf 
(COTS) software, though some open-source software choices are also available.

Under the custom-developed software approach, the likelihood that users accept the new software 
and procedures is higher because these implementations can be adapted to user requirements. For exam-
ple, case study 9.2 outlines how the implementation team in Brazil tailored a solution to detect payroll 
irregularities using custom-developed software. The solution extracted HRMIS data and presented 
them in exactly the way payroll analysts required to execute their tasks. This level of customization, 
however, comes at a cost. Custom-developed systems require higher in-house capacity because all parts 
of the software have to be coded from the bottom up, rather than relying on a prepackaged solution. 
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Additionally, maintenance for custom-developed software tends to be higher in the long run because 
any changes to the underlying data infrastructure require changes to the software itself. If the original 
implementation team is no longer present—as is often the case—a new implementation team has to start 
from ground zero.

COTS software often contains prepackaged good practices and tighter integration between different 
parts of the information system. It also frequently comes with regular software updates, reducing the risk 
that the technology becomes obsolete. Major COTS packages include SAP, Oracle, and PeopleSoft, though 
financial management software like FreeBalance also provides public-sector-relevant HRMIS modules. As 
a result, COTS software applications are more robust and easier to maintain than their customized coun-
terparts. However, this robustness comes at a cost. Adaptation to user needs—such as introducing novel 
indicators or modules—is, in general, difficult if not impossible to implement within the existing COTS 
software. Because the software is proprietary, modifications to the underlying software are not available to 
the implementation team.

Overall, custom-developed software is more suitable for nonfoundational modules, while a COTS 
solution is better suited to foundational modules because it ensures tighter linkages of these modules with 
each other. For modules like e-recruitment or performance management, governments can choose any 
technology platform from the market that meets their requirements and is cost efficient. Integration of these 
modules with the foundational HRMIS modules will ensure data integrity.

Procurement

In most cases, HRMIS reforms are not fully delivered “in-house” by governments, for a variety of reasons. 
For instance, COTS solutions require that an external vendor build and deploy an HRMIS for use by a 
government agency. This includes the introduction of new modules and the training of government officials 
on how to properly use and manage the software. For customized solutions, the government may lack access 
to a team of software developers and data engineers to fully develop the solutions. As a result, it may have to 
rely on external vendors with the required expertise to do so.

As a result, an external vendor must be procured to support reform implementation. The culmination 
of the preparation phase is preparing a procurement package for the HRMIS implementation partners. 
The procurement document should cover multiple aspects of implementation: business process review, the 
deployment and rollout plan, quality assurance and testing of the solution, and the help desk and support 
strategy, among others. Client and vendor responsibilities, risks, and rights—such as intellectual property—
should be protected equitably, in line with industry good practices.

Implementation

The second stage of the implementation of HRMIS reforms, as outlined in figure 9.3, is the actual implemen-
tation of the reform plan. The implementation stage includes the management of HRMIS reforms, which 
first requires considering and defining the governance structure. Additionally, during the implementation 
phase, it is the responsibility of the implementation team to provide and adapt the business blueprint that 
guides the project. Iterative testing must take place to ensure that the project scope is being successfully 
developed. Technical support and a help desk ensure that users are supported throughout the implemen-
tation phase. Contract management ensures that expectations are aligned between government clients and 
external vendors.

The implementation stage of HRMIS reforms thus requires clear authority by the implementation team 
to make decisions and communicate them clearly to potential external vendors and end users. Flexibility is 
also required during the implementation stage, as well as proper documentation of any changes in the proj-
ect design as a result of the implementation stage. Due to this flexibility, it is important to coordinate with 
external vendors during the rollout of implementation and to collaboratively decide whether changes are 
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indeed feasible under the existing contract or if additional resources—financial or time—may be necessary 
to successfully roll out the reform. We provide further detail below.

Governance Structure

For effective implementation of HRMIS reforms, it is often necessary to form a steering committee to 
provide strategic guidance and ensure support from the project sponsor. This steering committee should 
ensure that key stakeholders are fully represented and consulted. The committee should have the authority to 
make strategic decisions and resolve strategic-level conflicts. To improve the efficiency of decision-making 
and the quality of implementation, the steering committee in some settings can also issue basic principles of 
implementation. These principles can be customized by context and include standardized business processes, 
user-centric system design, security, and privacy, among others.

The project director should be supported by a project management team, where possible, including 
procurement and financial management specialists, a project manager, a communications team, and change 
management teams, among others. A core team of subject matter experts from the ministries should be con-
sulted to ensure they codesign and codevelop the system with the implementation partners. The core team 
should have a say in decisions carried out by the steering committee, ensuring co-ownership of the solution.

System Design Document

The implementation team should prepare and revise a system design document throughout the imple-
mentation of the project. The system design document defines the needs and requirements for the new 
design of the HRMIS and should be approved by the steering committee before implementation. After 
launch, any modifications to it should be subject to steering committee approval as well. This living doc-
ument becomes the final scope document with the technical details of the implemented solution. It also 
becomes the reference technical design document for future upgrades, and for any new implementation 
team if the existing vendor changes.

Iterative Testing

Changes to the HRMIS should be developed iteratively. Iterative testing allows for controlled and revers-
ible innovation within the HRMIS reform project, relying on feedback from senior management and 
staff who will ultimately use the new HRMIS. For instance, an implementation team may be interested 
in developing an interactive dashboard to measure employee engagement. However, an initial focus on 
indicators such as employee satisfaction may have to be replaced by employee exit surveys after an initial 
round of feedback from the steering committee, which is concerned about employee turnover. Iteration 
preserves flexibility and identifies features that, in the implementation stage, may not be considered rele-
vant. Additionally, it enables adjustment to happen in reversible and controlled stages that do not jeopar-
dize the wider integrity of the project. All changes made during iterative testing should be documented in 
the system design document.

Technical Support and Help Desk

Technical support allows users to successfully navigate the transition to the reformed HRMIS. Clear 
 documentation on how to use the remodeled HRMIS, as well as a help desk, should be implemented during 
the project rollout. This ensures users have sufficient information to use the HRMIS during and after the 
reform process. Failure to do this may result in increased user resistance because users may be confused and 
unable to operate the new system. Standardized help desk software tools, together with a telephone helpline, 
should be provided to ensure that user requests are appropriately logged, assigned, resolved, and monitored. 
Frequently asked questions should be compiled and shared, empowering users to find solutions to their own 
problems, minimizing help desk calls, and building a knowledge base of solutions.
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Contract Management

Contract management is another critical aspect of implementation. Implementation failures are often the 
result of inadequate contract management. Issues like the scope of the contract and any modifications 
require that both the steering committee and the vendor align expectations before and during the imple-
mentation of HRMIS reforms. Expectations should also be aligned regarding the payment schedule and the 
responsibilities of the contractor and vendor during the implementation process to avoid confusion and 
ensure smooth implementation of the project. A collaborative approach in contract management, which 
considers vendors as partners and not as contractors, is recommended. This collaborative approach creates a 
mindset of shared responsibility for successful HRMIS reforms.

Monitoring

The third phase shown in figure 9.3 is monitoring the HRMIS once it has been implemented and is in place. 
The monitoring phase focuses on issues the implementation was meant to address and quantifies the ben-
efits in terms of business results. Often, the implementation team monitors the project in terms of module 
development, user acceptance, trainings, and so on. While this approach could be useful for internal project 
management, it has limited utility at the strategic level if the modules have been developed but the business 
results are not delivered. Therefore, utilization of the system and its coverage should be the key focus of mon-
itoring. If user departments continue to use legacy arrangements while the newly developed HRMIS is only 
used as a secondary system, the business benefits will be limited.

Transition from Legacy Systems

Even after HRMIS implementation, it is often difficult to fully transition from the legacy system to the 
redesigned HRMIS. The use of the legacy system as the primary system of records and transaction process-
ing poses a serious challenge. Continued use increases the workload by requiring the constant synchroni-
zation of old and new data systems. If the legacy system is still used as the primary system of records after 
the reform, this reduces the likelihood that the newly developed HRMIS will be used as the primary system. 
Therefore, during and after the implementation of HRMIS reforms, the legacy system should be gradually 
shut down to ensure there is a complete switchover to the new system. If required, governmentwide regula-
tions and directives should be issued to ensure the use of the new HRMIS.

Key Performance Indicators

Key performance indicators can help implementation teams gauge the relative success of the implementa-
tion process. These indicators should allow the implementation team to monitor how well the reform has 
performed. For instance, if the implementation team is intervening in a payroll module, it may develop an 
indicator on the proportion of the wage bill processed through the new HRMIS. Additionally, if one of the 
goals of the reform is to ensure payroll compliance, indicators can be developed to detect ghost workers. The 
proportion of employees with verified biometrics is an example of a key performance indicator that enables 
measurement of this goal.

Monitoring Analytics

The use of monitoring analytics can provide stakeholders with immediate feedback on implementa-
tion. An HRMIS should be used to provide analytical information to key ministries involved in strategic 
decision-making. Initial monitoring should be provided even of foundational modules while the data 
analytics pipelines and dashboard applications are not fully developed. This will maximize the business value 
of the data gathered in the HRMIS. It will also provide a political support base for the system when the key 
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decision-making ministries harness the benefits of these investments. These ministries could include the 
ministry of finance, the public service commission, the civil service agency, and other large MDAs.

CASE STUDIES: HRMIS REFORMS IN PRACTICE

To illustrate the implementation of HRMIS reforms in practice, we provide a set of HRMIS case studies that 
showcase how government officials and practitioners have employed the techniques outlined above in the 
reform process. In so doing, we highlight patterns in the development of data infrastructures, common chal-
lenges, and the design choices that guided these teams in their development efforts. These cases describe the 
HRMIS reform process as it was experienced by practitioners. We recognize that these cases represent two 
developed countries and one developing country with access to a mature HRMIS. As a result, practitioners 
should tailor lessons in this section to their own context. We highlight how the operational framework for 
HRMIS reforms is generalizable to other settings as well, from building foundational modules to implement-
ing analytical modules. Subsequent case studies provide a fuller description of the cases, while this section 
provides a comparative analysis of all three.

Luxembourg

In Luxembourg, the State Centre for Human Resources and Organisation Management (CGPO) is a central 
government administration, located in the Ministry of the Civil Service. Its mandate spans multiple respon-
sibilities, from managing the life cycle of civil service personnel to strategic workforce planning. In 2016, the 
CGPO faced growing demands and follow-up needs from HR specialists and decision-makers in the federal 
government of Luxembourg. As the volume of these requests increased, it became clear to the CGPO that its 
HRMIS had to change.

In 2017, the CGPO developed and deployed a comprehensive HRMIS reform, which enabled the CGPO 
to build a comprehensive HR data infrastructure and framework to plan and monitor HR in the government 
of Luxembourg. The solution developed was large in scale, involving multiple data sources and HR special-
ists. This analytics center, the HR BICC, was developed over the course of a year and had important transfor-
mational consequences for the way HR was conducted. An illustration of the novel dashboard is presented in 
figure 9.5. It integrates both HRMIS data and strategic planning documents in a comprehensive dashboard 
portal (in orange).

The Luxembourg case presents a fully integrated HRMIS pulling together all the major databases that are 
typically the focus of such exercises. As such, this case is the most comprehensive example of the implemen-
tation of a full HRMIS analytics module, as outlined in figure 9.2.

Brazil

In Brazil’s federal government, payroll quality control is the responsibility of the Department of 
 Compensation and Benefits (DEREB). DEREB flags paycheck inconsistencies before disbursement, 
which are then forwarded to federal agencies’ HR departments for correction. The task is challenging. 
The case volume is large, with tens of thousands of individual paychecks processed daily. Additionally, a 
complex set of regulations governs how payments should be disbursed. To enforce these rules and detect 
inconsistencies, a team of payroll analysts individually verifies each paycheck. The implementation team 
sought to improve this process.

In 2019, a partnership between DEREB and a private data science consulting firm (EloGroup) resulted in 
the development of a machine-learning-empowered fraud detection system. To generate the necessary data 
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to train this algorithm, a thorough restructuring and integration of the extant data infrastructure on payroll, 
compensation rules, and HR were developed. Through the development of new extraction, transformation, 
and loading (ETL) processes, this solution enabled auditors to better detect irregular payroll entries, increas-
ing savings and improving efficiency.

The Brazil case illustrates that, although some HRMIS reforms may be relatively narrow and aimed at a 
particular outcome—in this context, fraud detection—many of the themes outlined in earlier sections are 
still of relevance to their implementation. Many of the steps taken in the development of the fraud detection 
system are foundation stones for wider HRMIS reforms, highlighting how the same methodology can be 
applied even in smaller contexts.

United States

Every year, the Office of Personnel Management (OPM) Federal Employee Viewpoint Survey (FEVS) is 
administered to over 1 million federal civil servants in the United States.5 The FEVS measures employees’ 
engagement through a variety of survey questions and provides valuable information to government agen-
cies. In theory, it presents data on agency strengths and opportunities for improvement in employee engage-
ment. However, extracting insights from the FEVS is challenging. Once given access to the survey, govern-
ment agencies spend weeks analyzing the data to operationalize their findings. This effort is labor intensive 
and costly. An HRMIS reform team sought to accelerate this process.

In 2015, the NIDDK, within the National Institutes of Health (NIH), developed the Employee 
Viewpoint Survey Analysis and Results Tool (EVS ART) to extract rapid and actionable insights from 

FIGURE 9.5 Human Resources Management Information System, Luxembourg
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the FEVS. While not generating a new data infrastructure, EVS ART relied on the creative use of 
Microsoft Excel to extract and transform data to produce dashboards automatically from a single data 
file. Effectively, the Excel worksheet developed by the NIDDK team integrated a data infrastructure and a 
dashboard into a single platform.6

The US case illustrates how a grassroots initiative, undertaken within the public service rather than as a 
centralized effort, faced some of the key issues outlined above in its HRMIS reform process. While limited in 
scope, the implementation team found creative solutions to derive strategic value from the FEVS. It adapted 
the solution to its needs and was able to effectively improve how survey evidence could be operationalized 
into improvements to employee engagement.

What Modules Were Targeted for HRMIS Reform?

All the cases we have presented directly relate to HRMIS and can be mapped directly onto the HRMIS core 
modules in table 9.1. In the case of Luxembourg, a new HR analytics module was developed, with dash-
boards and reports, to enable HR management by the CGPO. In Brazil, a machine-learning algorithm was 
deployed to ensure that payments followed established regulations, in a clear example of the compensation 
management module. Finally, EVS ART is an example of an employee engagement module: a federal engage-
ment survey to guide strategic planning in the NHS.

Note that in the cases of Luxembourg and Brazil, although the end product targeted a single module, 
the solutions required the deployment of multiple modules. For instance, in Brazil, both the compensa-
tion module as well as the employee and organizational modules were combined to provide data for the 
machine-learning algorithm. In the case of Luxembourg, the analytics dashboards were supplied with data 
from various core modules in the HRMIS, such as compensation, organizational management, and per-
formance management. For the United States, since EVS ART was based on a single employee engagement 
survey (the FEVS), no additional HRMIS modules were integrated.

Preparation: Laying the Groundwork for the Intervention

This section outlines general principles involved in the two initial stages of the development of data analyt-
ics: preparation, where practitioners lay down the groundwork for the intervention, and implementation, 
where a decision-making process that is collaborative and adaptable plays a crucial role. We highlight what is 
generalizable and particular about each phase for the specific cases analyzed in this chapter. The accounts are 
not designed to be exhaustive: rather, they illustrate key concepts and sequential logics that may apply to the 
practitioner.

Institutional Coordination

A key factor in the preparation phase is obtaining the necessary support from senior leadership. This support 
is what confers on the reform team the authority to make executive decisions and secure collaboration for 
the intervention. In general, a centralized authority with a mandate over a policy area makes reform easier. 
In Luxembourg, the implementation team was commissioned by the CGPO. The CGPO enjoyed a broad 
mandate that focused specifically on HR, from the management of the life cycle of personnel to strategic 
workforce planning. This broad mandate meant that once the decision to develop a new dashboard was 
made, no additional permissions were necessary.

In the United States and Brazil, leadership support was granted by senior management within the 
respective agencies. In the United States, the implementation team was based in the NIDDK, situated within 
the NIH. The NIDDK’s senior leadership understood the importance of the effort and supported the team’s 
effort—granting time, flexibility, and necessary resources. In Brazil, the senior leadership of the Department 
of Personnel Management and Performance (SGP), which oversees DEREB, gave full support to the project.
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Respecting the Legal Framework

The development of innovative technologies, such as data analytics, requires careful consideration of the 
existing legal framework, particularly in the public sector. It is necessary to assess whether there are rules 
and regulations in place that may limit the scope of the intervention and to ensure that the proper permis-
sions are obtained. Depending on the mandate of the agency, as well as the regulatory environment, different 
legal permissions may be necessary. For instance, in Luxembourg, due to the CGPO’s broad legal mandate 
to generate analytical insights on HR, it was not necessary to request additional permissions to implement 
the analytics pipeline. In the US, likewise, due to the limited scope of the intervention, no extensive legal 
framework was needed.

In Brazil, however, where regulations and norms govern how projects are implemented, extensive legal 
consultations were necessary. The agency partnered with the consulting firm, as well as with another agency 
familiar with technological innovation projects, to draft the project proposal and obtain the necessary 
permissions and legal documents. These cases highlight how interventions operate within the boundaries of 
existing legal frameworks and need to abide by laws and regulations to ensure their legality and feasibility.

Choice of Technology

As outlined above, COTS solutions strengthen sustainability in the long run because they offer the technical 
assistance of a dedicated enterprise and tightly integrated tools. On the other hand, COTS solutions often 
lack the precision of custom-developed solutions, which are tailored to the specific needs of clients. COTS 
solutions may also cost more due to the high cost of licenses and upkeep. Custom-developed solutions, while 
more adaptable and flexible, require costly investment in a team of skilled developers to create as well as a 
long period of iterative maturation. Additionally, upkeep may be expensive if proper code documentation 
and dedicated maintenance staff are not set in place.

Our cases illustrate these trade-offs. Luxembourg opted for a COTS solution—in particular, a dashboard 
tool that had already been deployed by the implementation team in another, non-HRM context. The team 
opted to repurpose that tool for their needs, capitalizing on accumulated experience from a previous project, 
with a relatively short maturation period. The United States also opted for a COTS solution, Microsoft Excel, 
which was heavily customized for the requirements of EVS ART. The tool allowed the team to generate indi-
cators and dashboards through the development of scripts that automatically converted data input from the 
FEVS into dashboard outputs.

Brazil opted for custom-developed, open-source software, developing its solution using Python and 
open-source machine-learning packages. The solution was deployed in a computing cluster on the cloud, 
where both a data pipeline and a fraud detection statistical model were hosted. The solution was tailored to 
the specific requirements of the auditing team, capturing both business process regulations and anomaly 
detection algorithms with the available HR and payroll data. Due to the technical nature of the project, its 
implementation was outsourced to a consulting firm.

Scope and Deployment Models

There are clear trade-offs embedded in the choice of the scope of a project. Narrow scopes allow for quicker 
implementation and greater ease of use. However, they make it more difficult to scale across agencies due to 
their highly specialized nature. Broad solutions require intensive training and adaptation by users, as well as 
additional resources for the building of complex tools.

Luxembourg’s CGPO opted for a broad scope, commensurate with its broad HRM mandate. The 
dashboard ecosystem was expansive and provided a wide array of insights, ultimately producing over 157 
applications (HR dashboards) and over 2,600 sheets. This complexity required extensive data-quality assur-
ance processes, as well as the training of HR specialists to learn how to use these different tools. A dedicated 
helpline provided additional assistance.
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In contrast, Brazil and the United States had a narrower scope for their solutions. Brazil’s solution 
focused specifically on fraud detection in the federal payroll for the subset of manually imputed payments 
only. This tailored approach was limited in use to a specific agency and was not amenable to scaling. The 
NIDDK in the United States focused exclusively on generating insights from the FEVS to guide the agency’s 
decision. The focus was on employee engagement and methods to improve the agency’s responsiveness. 
Due to the broad coverage of the survey itself, however, other agencies expressed interest in deploying the 
dashboard, proving that it was, in fact, generalizable.

Implementation: An Adaptive Journey

User-Centric Implementation

In user-centric implementation, the data infrastructure and solution requirements are defined by how users 
will use information. Data analytics pipelines are designed to answer user queries and provide answers to a 
well-defined set of problems, which then inform the required data infrastructure to provide these input data.

For Luxembourg, the mandate for the solution was broad, and the user base varied. The final design 
of the dashboard attended to multiple user bases, from citizens to HR specialists within the government. 
Mapping out each user to their use case and ensuring that the dashboards could attend to those needs sepa-
rately but simultaneously was a key design choice by the implementation team. Multiple data pipelines and 
dashboards were designed, each for particular areas and users, and within each of these dashboards, multiple 
data visualizations were available. Figure 9.6 outlines the multiple modules contained in the dashboard solu-
tion, including information on pensions and recruitment processes.

For Brazil, extensive consultation occurred among frontline providers (auditors) who were going to 
use the solution. Feedback regarding the necessary data structure and how it would feed into their audit-
ing decisions was crucial. The team opted for a simple risk score associated with each payment, along with 
flag indicators for the type of rule violated. In the United States, the users were primarily the management 
making strategic planning decisions for the agency. As such, the indicators were actionable, such as worker 

FIGURE 9.6 Luxembourg’s Dashboard Modules
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engagement and performance metrics. Organization-level indicators, with positive, neutral, and negative 
scores, provided ready-access insights into the relative performance of the agency compared to the previous 
year (figure 9.7). EVS ART also provided an action-planning tab to facilitate strategic planning.

FIGURE 9.7 Percentage of Positive Employee Engagement Scores from the Federal Employee 
Viewpoint Survey

Source: Screenshot of EVS ART 2020, NIDDK .
Note: EVS ART = Employee Viewpoint Survey Analysis and Results Tool; FEVS = Federal Employee Viewpoint Survey; NIDDK = National Institute of Diabetes and 
Digestive and Kidney Diseases .
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Iterative Testing

The development of each data infrastructure and analytics pipeline was gradual and flexible. All implementa-
tion teams demonstrated a willingness to test, adapt, and redeploy their analytics solution at each stage of the 
implementation process. For instance, the Luxembourg CGPO first developed a set of dashboards on legacy 
career and payroll data. Once the initial dashboards were complete, the team realized that quality issues com-
promised the integrity of the data analysis. As a result, additional quality controls were set in place to ensure 
that the dashboards were generated as expected. User feedback and demands gradually expanded the scope of 
the dashboards, and the implementation team worked on iteratively expanding the scope of the HR BICC.

In the United States, the NIDDK had its own learning curve. The team had to work through a process 
of backward induction, starting from their conceptualization of the final product while researching and 
learning how to accomplish each step along the way. From the visual appearance of graphs to the data 
pipeline required to feed them, each task was iteratively resolved and incorporated into the final product. In 
Brazil, the implementation team tested alternative machine-learning algorithms to improve fraud detection. 
Repeated consultation with the auditor team generated new ideas, such as incorporating business-rules flags.

Technical Support

Technical support is crucial to help users navigate the complexity of novel data analytics pipelines—and to 
be able to build on them. These support systems reduce confusion and facilitate the adoption and diffusion 
of the technology by new users. In Luxembourg, the CGPO created a helpline to assist HR specialists in the 
use of the newly developed tools, increasing uptake and facilitating the transition from the legacy system to 
the new one. The NIDDK team in the United States organized training workshops with different teams and 
agencies to explain how to use EVS ART as a planning tool. The implementation team created an instruction 
manual that allows users to navigate the dashboard easily, along with clear and accessible explanations for 
key indicators and metrics.

In contrast, the Brazil payroll team developed its solution through outsourcing and did not provide a 
robust system to assist users. The consulting firm, while communicating about the development of the tool, 
did not create formal channels to address questions and bugs. Rather, support was provided in an ad hoc 
fashion, depending on user feedback, to address bugs in the code or deployment. While the intense coordi-
nation between the consulting firm and the agency reduced user confusion, the lack of a dedicated support 
team, particularly after the completion of the project, raises concerns regarding the future correction of 
unexpected changes in the data infrastructure.

LOOKING BEYOND: FEASIBILITY AND SUSTAINABILITY

The cases presented in this chapter illustrate key design choices and their feasibility constraints. Luxem-
bourg’s HR BICC has high entry barriers: its implementation relied on an in-house team that had previously 
deployed a similar business intelligence solution, as well as on hiring a team of in-house data scientists and 
IT staff to maintain and develop the solution. These investments are costly and rely on institutional changes 
that may be prohibitively difficult in other contexts. However, these investments facilitate the sustainability 
of the solution and its continued development.

Brazil’s solution was agile and less costly but in many respects brittle. In less than a year, the imple-
mentation team was able to produce a machine-learning-based fraud detection system, but technical and 
political-economic issues raise concerns regarding its sustainability. Reliance on an external development 
team meant that in-house capacities were not developed. The sustained development and maintenance of the 
solution are at risk. Additionally, changes in the management of the agency mean that accumulated expertise 
during the implementation phase can be lost through succession cycles.
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In EVS ART, a narrow scope and sustained implementation—over the course of two years—meant that 
the solution was widely disseminated and consolidated within the NIDDK. Additionally, it was designed 
proactively for planning and monitoring within the agency, resulting in tight integration with the analytics 
component. In many respects, the project is replicable with low feasibility constraints, given the ubiquity of 
Microsoft Excel in the public sector. At the same time, the highly specialized scope of the solution means that 
it is not easily modularizable and portable to other domains. Excel spreadsheets are, in general, not amenable 
to scaling. Furthermore, manual data imputation and modification make developing an automated analytics 
pipeline challenging.

Note, additionally, that monitoring of the solution was an important component in some but not all of 
these cases. For Luxembourg, the cutover of legacy systems was implemented in tandem with technical sup-
port and the training of HR specialists. The deployment of an extensive analytics dashboard gave administra-
tors live feedback and an overview of the new HRMIS. In the United States, EVS ART replaced the manual 
approach to obtaining insights from the FEVS survey. In Brazil, a new data pipeline was built on top of an 
existing legacy system but did not seek to replace it.

These concerns are generalizable to non-HRMIS settings. If the implementation team lacks the finan-
cial resources and capacity to engage in a large overhaul of the information system, the scope of the project 
should be limited to a single module or two. At the same time, the team should consider whether a smaller 
intervention could have potential linkages to other data modules. Additionally, when engaging with exter-
nal actors, implementation teams should consider how to ensure the sustained development of the solution 
after implementation concludes. To reiterate, these lessons are not restricted to HRMIS and can be applied in 
other administrative contexts, such as public procurement and customs data information systems.

CONCLUSION

This chapter has outlined the practical issues and challenges in developing data infrastructure for improved 
government analytics. It has focused on MIS targeted at HR data, but the lessons presented in the chapter 
apply to public sector data systems more generally.

The chapter has presented the key stages through which HRMIS implementation or reform typically 
occurs, structured around an operational framework for HRMIS reforms. It has grounded this conceptual 
discussion by illustrating these stages using case studies from Brazil, Luxembourg, and the United States. 
The discussion is based on the World Bank’s experience implementing data systems in government agencies 
across the world, as well as on the experiences outlined in the case studies.

There are trade-offs involved in each of the design choices presented. Without robust quality assurance 
processes in place, the validity of analytical insights is fragile. But expansive quality assurance may be pro-
hibitively costly and is not feasible for all contexts. Deciding the optimal, feasible level of data quality for an 
analytical pipeline is a design choice, which highlights how the pipeline of data analytics is highly adaptable. 
Some countries opted for COTS solutions, while others opted for more customized approaches. Agile devel-
opment, outsourced to external companies, may provide quick results, but it raises sustainability concerns.

The case studies presented in this chapter demonstrate the complexity and diversity of HRMIS imple-
mentation. While defying a one-size-fits-all approach, the cases illustrate how a set of different tools, when 
applied by a dedicated implementation team, can carve out the space for a more analytically driven HRMIS 
and data infrastructure more generally. Developing systems that both store and extract analytical insights 
from public data requires widely applicable methodologies. While the specific applications of data systems 
may vary, the methodology outlined in this chapter and illustrated here in practice provides a conceptual 
framework with which to approach this challenge. More detailed expositions of the chosen case studies now 
follow for those readers who want to better understand the individual HRMIS solutions described in sum-
mary here.
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Beyond the examples presented in this chapter, we highlight the innovative uses of an HRMIS beyond 
payroll and HR. The underlying theme for this innovation is the use of disruptive technologies like data 
lakes and artificial intelligence (AI) to cross-reference HRMIS data with multiple other data sources in order 
to accomplish a policy objective. For example, HR data can be used to analyze procurement and economic 
activity data in order to identify corruption. In Brazil, HR data on civil servants were cross-referenced with 
public procurement contracts through the use of big data and AI. The AI tool identified more than 500 firms 
owned by public servants working at the same government agency that executed a public contract.7 HR data 
can also be used to cross-reference budget data in order to improve performance by identifying which civil 
servants lead particular budgetary programs.

In sum, HRMIS—and MIS more generally—can play a crucial role in the innovative use of data to 
further policy objectives such as reducing corruption and improving the overall performance of the public 
sector. The conceptual framework presented here extends beyond HRMIS: the identification of data infra-
structure modules and an operational framework for reforms can be applied in a variety of policy settings, as 
highlighted in other chapters of this book. Ultimately, extracting value from data—transforming them into 
public intent data—means anchoring them to clearly articulated policy objectives. Articulating what these 
policy objectives are, and what data are required to measure the achievement of these goals, is the first step 
toward creating data infrastructures for government analytics.

CASE STUDY 9.1 HRMIS CASE STUDY: HUMAN RESOURCES BUSINESS 
INTELLIGENCE COMPETENCY CENTER (LUXEMBOURG)

Ludwig Balmer, Marc Blau, and Danielle Bossaert

Ludwig Balmer is the head of information technology for the Centre for Human Resources and Organisation Management (CGPO). 
Marc Blau is the director of the CGPO. Danielle Bossaert is the head of the Observatory of the Civil Service (Ministry of the Civil 
Service).

SUMMARY

In 2017, the State Centre for Human Resources and Organisation Management (CGPO) developed and 
deployed a human resources business intelligence competency center (HR BICC), which enabled it to 
build a comprehensive HR data infrastructure and framework to plan and monitor HR in the government 
of Luxembourg . The solution developed was large in scale, involving multiple data sources and HR 
specialists . This analytics center, developed over the course of a year, had important transformational 
consequences for the way HR was conducted .

INTRODUCTION

A seemingly narrow question—how much does the government spend on personnel?—requires integrat-
ing human resources (HR) data from multiple modules. Which employees (position), types of payment 
( payroll), and government agencies (organization module) should be included in the wage bill? Policy mak-
ers require immediate answers to these questions to make informed personnel decisions. However, a human 
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resources management information system (HRMIS) often reacts to ad hoc queries rather than proactively 
offering a system of answers. This project sought to change that.

In Luxembourg, the State Centre for Human Resources and Organisation Management (CGPO) 
developed a human resources business intelligence competency center (HR BICC) to provide an integrated 
overview of HRMIS data in accessible dashboards. This case study shows how this complex technology 
was developed. The comprehensive scope of the project meant that it integrated a variety of modules, from 
payroll to talent management. This contrasts with the more tailored approaches of Brazil (case study 9.2) 
and the United States (case study 9.3). It also provides the clearest example of what chapter 9 describes as an 
analytics module, the use of HRMIS for strategic and operational decision-making.

A few key lessons emerge from this project. First, quality assurance is paramount to the integrity of 
the analytics module. The team iteratively cleaned the data and established control protocols to protect its 
integrity. Second, it is important to reduce the burden of visualization on users. Ensuring visual coherence 
across dashboards and providing different choices of visualization reduces confusion and increases 
accessibility. Finally, it is important to provide users with additional support outside the dashboard itself. 
A helpline can guide users in the proper use of the dashboard as well as generate feedback on whether it is 
functioning as intended.

This case study is structured as follows. Section 1 provides institutional context on the HRMIS and its 
management. Section 2 describes the initial challenge and gives an overview of the solution itself. Section 3 
explains the project’s rollout strategy and reform sequence. Section 4 outlines the lessons learned in the 
 project. Section 5 outlines the impact of the solution. Finally, we conclude.

INSTITUTIONAL CONTEXT

The CGPO is a central government administration in Luxembourg, located in the Ministry of the Civil 
 Service. Its mandate spans multiple responsibilities, including:

 ● Management of the entire life cycle of personnel, including candidate selection, onboarding, and 
 professional development

 ● Calculation and management of remuneration and the careers of active state officials

 ● Management of retired state officials and pension beneficiaries

 ● Strategic workforce planning management, as well as HR data dashboard publication.

Alongside these responsibilities, the CGPO also provides consulting services. These include 
business process management and optimization, organizational development, digitalization, and project 
management. To manage HR data, the CGPO uses an integrated HRMIS, customized to suit its needs. Before 
the deployment of this solution, the system included information on the careers and salaries of civil servants 
in Luxembourg. HRMIS data were already centrally managed and stored. Regular and ad hoc extraction 
routines were executed to provide data insights to CGPO users as well as other public institutions.

INITIAL CHALLENGE AND PROPOSED SOLUTION

In 2016, the CGPO faced growing demand and daily follow-up needs from internal HR specialists and deci-
sion-makers in the government. As the volume of demands increased, the CGPO decided to design and deploy 
an HR BICC. The purpose of the center was to facilitate a comprehensive overview of HRMIS data through the 
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development of dashboards. This would reduce the burden on the CGPO to respond reactively to demands and 
would empower consumers of HRMIS data to formulate questions and search for answers within each dashboard.

User orientation was an important principle in the project and was reflected in the development of 
interactive dashboards (an example is given in figure 9.8). The dashboard included two components: a more 
general data analysis perspective and an operational HR perspective including key indicators for HR spe-
cialists to track. In contrast to the previous reactive approach, the project generated a set of readily available 
visualizations to inform policy making by HR specialists and other agencies in Luxembourg’s government.

Before the project’s implementation, the legacy HRMIS only considered the management of careers 
and salary computation. The project expanded the set of modules in the HRMIS, including performance 
and training modules. The simplified diagram presented earlier in figure 9.5 shows the main applications and 
the workflow of the solution. The HR BICC integrates multiple databases and dashboard applications, each 
tailored for different use cases, including HR specialists, employees, and citizens.

Note that in figure 9.5, the DataRH portal (in orange) is fed by multiple databases beyond the HRMIS 
itself. Its data pipeline includes more strategically oriented databases, such as the strategic workforce 
 planning application. This tight integration between databases designed for strategic workforce planning 
and the HRMIS data promotes a strategic orientation for the HR BICC.

ROLLOUT STRATEGY AND REFORM SEQUENCE

In mid-2016, the initial decision was made to develop the HR BICC (table 9.2). In October of the same year, 
the project was formally launched. The first step was procurement and the launch of data warehouse deploy-
ment. The CGPO identified a business intelligence (BI) team that would be responsible for the implementa-
tion of the dashboard. After completing the selection process, the CGPO opted to hire an in-house team that 
had developed a similar solution in another, non-HR area within the government. It therefore opted against 
procuring the BI tool externally, in contrast to the Brazil HRMIS case study.

FIGURE 9.8 Sample Dashboard from Luxembourg’s HR BICC

Source: Screenshot of HR BICC dashboard, CGPO .
Note: CGPO = State Centre for Human Resources and Organisation Management; HR BICC = human resources business intelligence competency center .
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The main consideration was that the solution that had previously been deployed by the BI team would 
not only fit the CGPO’s initial needs but would also be scalable in the future. The skills developed by the 
in-house team were transferrable: they had already developed data infrastructure and a previous version of 
the dashboard tool in another area. This procurement strategy allowed the CGPO to capitalize on previous 
experience and substantially accelerate the deployment of the solution. As a result of this decision, dash-
board production was initiated shortly after the BI tool was selected, in March 2017. In the same month, the 
redesign of the data warehouse architecture for the HRMIS commenced.

The legal framework was an important consideration for the project. The General Data Protection 
Regulation (GDPR) impacted both the source side of the data export routines as well as user access manage-
ment. Monitoring technologies were built into the BI tool to address security concerns. Plug-in tools tracked 
user activity, tracing how apps, sheets, and data were used or visited by users. This allowed the CGPO both to 
understand how the HR BICC was used and to ensure that user access was carefully monitored.

The implementation team faced several challenges during the rollout of the project. The first was ensur-
ing quality control of HRMIS data. Because the HRMIS was initially built to perform specific operations, 
such as salary computation and career management, HRMIS data were not always complete or consistent. 
As a result, in the initial stages of statistical analysis and dashboard preparation, the team identified missing 
data series and inconsistent results. To overcome this issue, the team designed a data relevance and quality 
review process while, in parallel, training civil servants on how to respect it. This quality review process is 
now part of the CGPO’s daily routines.

The second main challenge was providing technical support and a help desk for CGPO staff. The 
dashboard introduced a new way of working for HR internal specialists. Due to the novelty of the dash-
board, internal teams had to adapt their business activities and processes to benefit from the new sources of 
information and ways of interacting with it. The implementation team also had to respond to new requests 
by users. Their responses ranged from converting legacy worksheets to operational dashboards to improving 
existing dashboards in response to user needs.

LESSONS LEARNED

Valuable lessons were learned in the implementation of the project. The implementation team faced data 
infrastructure constraints as well as pressure to deliver quick results. To address this, the team opted for a 
pragmatic and flexible approach to exporting data from the HRMIS data warehouse. This meant simplifying 
extraction to a few data pipelines that would clean and load the HRMIS data to the HR BICC itself.

TABLE 9.2 Project Timeline for Luxembourg’s HR BICC

Period Main steps

Mid-2016 Decision to put an HR BICC in place

October 2016 HR BICC project kickoff
 ● Launch of BI tools procurement process (call for proposals)
 ● Launch of data warehouse deployment project

February 2017 BI tool selection and deployment, start of governance process and documentation

March 2017 Setup of data warehouse architecture

March 2017 Start of dashboard production

Source: Original table for this publication .
Note: BI = business intelligence; HR BICC = human resources business intelligence competency center .
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Another lesson was the importance of data quality and how to establish processes to protect it. The team 
defined a data glossary to establish a common understanding of expectations regarding data structure and 
shared this glossary with users. It also established data governance practices and quality checks to ensure 
the integrity of data fed into the HR BICC. The team implemented automated controls and routines for 
data entered and managed by HR departments and also conducted regular trainings and communication to 
increase awareness of data quality concerns.

The team also learned that standards and development guidelines improve user experience and accessi-
bility. It designed uniform layouts, chart types, navigation practices, and colors, while documenting dash-
board-development requirements. However, it also learned that end users should not be tasked with devel-
oping dashboards. Even with proper documentation, developing a dashboard is a complex task. Although 
BI tools can convey and promote a self-service approach, end users rarely master dashboard development 
without proper training. Different users may not follow the guidelines for building dashboards, resulting in 
heterogeneous dashboards.

A final lesson was that, while limiting the scope for end users, the dashboard development team has to 
remain flexible and respond to user needs. Responsibilities for the implementation team include developing 
new dashboards, modifying existing analyses, and generating reports. The team should consult with clients 
until dashboards meet end users’ expectations. Finally, support systems for users are strongly recommended. 
A helpline proved particularly useful, with a service-desk phone number and an online form to receive and 
answer user questions and requests.

IMPACT OF THE SOLUTION

As a result of the project, the HR BICC provides a comprehensive and detailed view of HRMIS data across 
the government (ministries and administrations/agencies) of Luxembourg. It includes multiple dashboards 
to visualize HRMIS modules, such as career management and pensions (see figure 9.6). This dashboard eco-
system keeps growing. As of today, the HR BICC maintains over 56 streams containing 157 HR dashboards 
with over 2,600 sheets.8 In addition, it hosts 320 active users with more than 20,000 connections per year.

The HR BICC accommodates a variety of use cases. Active users are, on the one hand, internal HR 
specialists for whom dashboards provide a new tool to monitor and verify HRMIS data. Other users include 
HR managers and members of HR teams within ministries and agencies. For these users, the dashboards 
offer a better overview of their own HR, better control over the key dates in their HR processes, and better 
follow-up on their personnel.

The overall benefits of such an approach are, for all users, a gain in the quality of HRMIS data and a clear 
and guided HR data journey. This journey ranges from a broad overview of the HRMIS to deep dives into 
a particular topic, such as compensation. One example of a key daily benefit is the use of aggregated trend 
data to project new HR initiatives, orientations, decision-making, and negotiation arguments at the ministry 
level. Additionally, the HR BICC provides users with accurate and fast information, accelerating business 
processes and decision-making. Because some of the dashboards are shared with decision-makers at the 
ministry level, it helps build, improve, and adapt laws and regulations. Overall, this also increases the data 
literacy of government organizations.

CONCLUSION

This case study has described how Luxembourg’s CGPO developed an integrated dashboard system to 
inform policy making. The project included both the development of a dashboard ecosystem and the nec-
essary data infrastructure to maintain it. The solution has grown considerably since its launch, hosting over 
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150 applications, each with its own set of dashboards. Together, these applications cover a variety of topics, 
from career management and pensions to recruitment.

The dashboard ecosystem has had a considerable impact on the way HRMIS data are consumed and ana-
lyzed. It provides immediate access to information on HR that allows policy makers to make better-informed 
decisions. It establishes quality controls and trains civil servants to better use the platform. Dashboards also 
increase data literacy within ministries and among HR specialists. However, it is important to note that the 
CGPO relies on an in-house team with experience in developing and deploying dashboards. This means that 
the project rollout and implementation were both fast and sustained over time. This experience contrasts 
with other cases, such as Brazil, more common in developing contexts, where solution maintenance and 
improvement were constrained by dependency on external actors.

The case study highlights the benefits of a systematic approach to HRMIS analytics, supported by a civil 
service with the capacity to implement and maintain it. Not all governments have access to these human 
capital resources. As a result, their dashboard ecosystems may require a more limited approach. Yet beyond 
the technical expertise, a valuable lesson can be learned from CGPO’s methodical approach. The CGPO 
carefully developed a systematic array of protocols and documentation to protect the integrity of HRMIS 
data and dashboard visualizations. This requires not a group of IT experts but a careful consideration of the 
bureaucratic protocols necessary to both maintain and grow the solution. This approach could certainly be 
replicated in government agencies elsewhere.

CASE STUDY 9.2 HRMIS CASE STUDY: FEDERAL PAYROLL CONTROL AND 
COMPLIANCE (BRAZIL)

Luciana Andrade, Galileu Kim, and Matheus Soldi Hardt

Luciana Andrade is a senior regulatory agent with Anvisa. Galileu Kim is a research analyst in the World Bank’s Development Impact 
Evaluation (DIME) Department. Matheus Soldi Hardt is a partner at EloGroup. 

SUMMARY

In 2019, a public-private partnership between a federal payroll auditing team and a consulting firm 
resulted in the development of a novel payroll irregularity detection system . The solution included an 
integrated data pipeline to train a statistical model to detect irregularities as well as automated identifi-
cation of violations of payroll regulations . The fraud detection system was used to assist payroll auditors 
in their daily work . This complementary approach enabled auditors to better detect irregular payroll 
entries, increasing savings and improving efficiency .

INTRODUCTION

Governments are responsible for the accurate and timely disbursement of payroll to civil servants. As the 
volume and complexity of payroll increase, manual approaches to quality control are not sustainable. 
In 2019, the Department of Compensation and Benefits (DEREB), a federal agency in Brazil, was responsible 
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for overseeing over 80 million paychecks annually. To improve the process, DEREB introduced a new tech-
nology to support payroll analysts in their quality checks, which combined machine learning and automa-
tion. The Federal Payroll Digital Transformation project ultimately increased recovery rates on inconsistent 
paychecks and is used daily by payroll analysts in Brazil’s federal government.

This case study describes how the project improved the workflow for control and compliance in payroll, 
a foundational module in a human resources management information system (HRMIS). Although the 
project had a narrow focus compared to the case of Luxembourg (case study 9.1), this limited scope enabled 
the development of a highly specialized solution to payroll management, analogous to the case of the United 
States (case study 9.3). This specialization allowed for the relatively quick and low-cost deployment of the 
solution. However, it also meant that the project was context specific and not necessarily scalable to other 
modules in the HRMIS.

Here are the key lessons from the case. First, the foundational steps of problem definition and scope 
were conducted through extensive dialogue with end users. Payroll analysts who would ultimately use the 
technology were consulted and offered input to the solution itself. Second, an iterative approach reduced 
risk aversion and secured buy-in from leadership in public administration. Because the payroll system was 
complex and the analysts themselves did not have complete knowledge of it, the team opted for gradual 
refinement of the solution. Finally, reliance on external actors allowed for rapid implementation, but due to 
this external reliance, the solution was not further developed once the intervention was finalized. In-house 
technical capacity was never built.

The case study is structured as follows. First, we provide institutional context about the federal payroll 
system. Section 2 outlines the solution. Section 3 highlights the rollout strategy for the solution. Section 4 
describes risk aversion in bureaucratic organizations and how iterative disruption overcame it. Section 5 
outlines the impact of the solution. Section 6 draws some lessons and cautionary observations about the 
external implementation of digital solutions. Finally, we conclude.

INSTITUTIONAL CONTEXT OF THE FEDERAL PAYROLL SYSTEM

Brazil’s federal government disburses over R$150 billion (US$30 billion) in the federal payroll every year, 
accounting for 1.4 percent of the national GDP in 2019. Of the total paychecks issued, over 43 percent are 
fully automated, meaning that payments are automatically disbursed according to pre-established rules and 
procedures (figure 9.9). However, 5.7 percent are still manually submitted entries, amounting to 9.3 million 
manual entries in 2018. While payroll data are centrally stored and managed by the Ministry of Finance, 
 disbursement and deductions are submitted through claims by human resource (HR) departments in 
 different federal agencies.

As noted in chapter 9, one of the foundational modules in an HRMIS is payroll compliance and control. 
In Brazil’s federal government, payroll quality control is the responsibility of DEREB, which is overseen by 
the Department of Personnel Management and Performance (SGP). While it does not have the mandate to 
punish infractions, DEREB flags paycheck inconsistencies prior to disbursement, which must be addressed 
by HR departments in federal agencies.

The task is challenging. The case volume is large, with tens of thousands of individual disbursements 
transacted daily. Additionally, a complex set of regulations governs how payments should be disbursed. To 
enforce these rules and detect inconsistencies, a team of payroll analysts individually verify each paycheck. 
Over the course of a day, analysts check hundreds of entries to verify whether the values are in accordance 
with the existing rules, whether the amount issued is too high, and whether the public servant that would 
receive the value has the actual benefit, among other inconsistencies.

Before project implementation in 2019, payroll monitoring was done through a combination of 
 selecting the highest-value paychecks and random sampling. At this stage, DEREB first determined the 
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number of manual entries to be verified based on the productivity of each payroll analyst multiplied by 
the number of payroll analysts working that day. DEREB would then select payroll entries according to the 
following rules: 90 percent of the sample was selected from the highest-value entries and the remaining 
10 percent was randomly selected. This approach was designed to reduce workload and maximize fund 
recovery since large entries were overrepresented in the sample.

Although this legacy approach represented an initial attempt to automate the sampling of entries for 
monitoring, it identified few inconsistencies. In total, only 2 percent of entries were notified for corrections, 
and of those, 40 percent were corrected. In total, inconsistencies that represented less than R$10 million per 
year were corrected, less than 0.1 percent of the total amount disbursed by the federal payroll. Management 
at DEREB wanted to improve this process and opted for an HRMIS reform project in collaboration with a 
consulting firm.

THE SOLUTION: FEDERAL PAYROLL DIGITAL TRANSFORMATION

The Federal Payroll Digital Transformation project changed the workflow for payroll quality control through 
the implementation of new technologies. The project was a public-private partnership between DEREB 
and the consulting firm EloGroup. At its core, the solution generated flags and rankings for federal payroll 
analysts in their effort to detect and notify agencies of potential inconsistencies in their payrolls. The solu-
tion was open source and deployed through cloud technology. The development cycle took approximately 
eight months to complete.

The solution relies on two complementary approaches: qualitative flagging of regulations governing pay-
roll and quantitative analysis through anomaly-detection statistics. The development of the business-rules 
module relied on translating regulations governing payroll into automated flags indicating whether an 
infraction has occurred. The quantitative approach adopts statistical techniques developed by credit card 
companies to detect anomalies in payments. Payroll values that are far off from a predicted value are 
assigned a greater risk score and prioritized for payroll analysts.

The solution is executed daily. The first step in the pipeline is the extraction of data on  paychecks  created 
in the previous working day, reduced to the subset of manually imputed disbursements (figure 9.10). The data 

FIGURE 9.9 Brazil’s Federal Payroll, 2018

Automatic disbursement, 43.7% (71.8 million paychecks)

Manual disbursement, 5.7% (9.3 million paychecks)

Automatic deductions, 21.7% (35.7 million paychecks)

Manual deductions, 28.9% (39.3 million paychecks)

Source: Original figure for this publication .
Note: Payroll excludes the municipal government of Brasília (GDF) and state-owned enterprises .
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are fed directly from the payroll database into a virtual machine (VM), which receives and stores the 
daily payroll data. The data are then transferred to a computing cluster in the cloud, where a set of tasks 
is performed. The data are first cleaned and then go through a rules- infraction module, where they are 
flagged for potential violations. For example, one rule may be that civil  servants are not allowed to claim 
over 1,000 reais in reimbursement for travel expenses. If the rules- infraction module detects claims 
that exceed that threshold, it would flag that paycheck and send it directly to the payroll analyst team, 
indicating that this rule has been violated. If no rule infractions are detected, the paycheck is fed into a 
machine-learning model that classifies paychecks as anomalous, attributing to them a risk score.

Once the business rules and the statistical model classification are applied, paychecks that are con-
sidered most likely to be inconsistent are ranked first and sent to the analyst team. The format in which 
the data are exported is a simple worksheet, with predetermined labels identifying the risk score and 
the rule-infraction flags, as well as usual paycheck fields, such as issuing agency and beneficiary. Payroll 
analysts have discretion over which paychecks to verify and can rank paychecks according to priority, 
regardless of the classification exercise. It is only at this stage that paychecks are verified and flagged for 
additional verification by the issuing agencies. Note that the decision to issue a flag remains under the 
jurisdiction of the analyst.

As a result, the workflow from the analyst’s perspective has not changed significantly. The value added is 
curated information for the analyst, through automated rule-compliance flags and risk scores to facilitate the 
analyst’s decision-making process. Each step in the solution workflow outlined in figure 9.10 is an additional 
layer of verification, which transparently encodes how the data are cleaned and classified before reaching 
the analyst’s visual dashboard. This choice of design was agreed upon by the monitoring team and the data 
science team, who opted to make insights from the solution accessible and easy to use. Figure 9.11 compares 
the new approach with the legacy one.

The machine-learning model and the rules classification do not replace the monitoring team—rather, 
they enhance its workflow by automating procedures before the data even reach the individual analyst. 
This complementarity between analog and digital processes is what enabled the new workflow to be well 
received and adopted by analysts, in contrast to other experiences of technological innovation in which 
human  decisions are eliminated. This hybrid solution provides a more gradual approach toward the goal of 
digital transformation, accommodating the need for preserving human autonomy while increasing humans’ 
 productivity through the use of technology.

FIGURE 9.10 Brazil’s Solution Workflow

Analyst team Virtual machine

 Irregular paycheck data stored in virtual machine

 Daily payroll data

1. Data input and cleaning
2. Rules infraction

3. Anomaly detection
4. Data output 

Cloud computing

Monthly update

Daily payroll dataDaily payroll data

Payroll database

Source: Original figure for this publication .
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ROLLOUT STRATEGY AND SEQUENCING

The director of DEREB decided to improve the existing monitoring system by leveraging the use of digital 
technologies. Given the agency’s capacity constraints and lack of familiarity with technological innovation, 
the director outsourced the implementation and rollout strategy for the solution to an external consulting 
firm. The initial legal groundwork was crucial. The director of the consulting firm EloGroup leveraged 
its experience in the development of digital technologies for other government agencies and guided the 
drafting of the proposal. The General Coordinator for Special Projects of the Secretariat of Public Policies 
for Employment was familiar with the regulatory process and provided guidance on obtaining legal approval 
and initial funding for the solution.

The political environment was favorable for the project. Senior leadership was committed to fighting 
inefficiency and possible cases of corruption, and the federal payroll was under scrutiny due to its large 
size and perceived inefficiency. The SGP leadership team gave wide discretion to DEREB regarding the 
HRMIS reform to be enacted. This autonomy allowed the director of DEREB to make difficult decisions 
regarding personnel, who initially resisted modifying the existing monitoring process. To obtain funding 
for the project, the team submitted a project proposal to a technology company that provided seed funding 
for the project.

The monitoring system was developed by a small but agile team of technology consultants at the consult-
ing firm EloGroup. The initial goal was to design a prototype of the workflow outlined in figure 9.10 to detect 
inconsistencies that would validate the approach. An intensive consultation process preceded the implemen-
tation of the technical solution. Workshops and open discussions with federal agencies highlighted what data 
would be available to develop the prototype, what unique identifiers there were for merging the data, and 
what kinds of variables would be available to the machine-learning algorithm. An initial workshop covered 

FIGURE 9.11 Comparison between Brazil’s Legacy and New Payroll Workflows
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problem definition and project scoping, defining how the solution would be embedded into the monitoring 
tasks performed by the auditors.

Once the project was launched, it faced resistance from staff. Personnel within the monitoring team 
at DEREB expressed concern regarding the proposed solution because they feared displacement and the 
disruption of existing procedures. Staff also worried that the digital update would lead to a technological 
dead end, as had occurred in previous collaborations with external consulting firms. Anecdotally, there 
was a perception among participating Brazilian public servants that private initiatives introduced off-the-
shelf solutions without considering the needs or opinions of public servants who had worked for years in 
the area.

A collaborative design aimed to assuage these concerns. During the kickoff workshop with multiple 
federal agencies, staff from different areas within DEREB were able to express their views on the flaws and 
strengths of the payroll system. On more than one occasion, a public servant in one area identified that 
his challenge was shared across departments. These open conversations made even the most reluctant 
employees of the project express interest, or at least not boycott the initiative. In making these concerns 
transparent and sharing them in an open forum, the team included payroll analysts in the development 
of the project. Obtaining buy-in within and across departments proved crucial to the success and 
sustainability of the solution.

Buy-in was necessary not only for personnel but for upper management as well. Due to budget con-
straints, Brazil’s federal bureaucracy had only limited access to cloud resources, for which agencies needed to 
petition. As a result, after the initial seed funding was spent, it was necessary to secure access to cloud com-
puting through a formal project proposal. To do this, the team presented the results of the initial stage of the 
solution, highlighting the benefits of the approach and how it could assist the government in saving money. 
This effort was ultimately successful, securing additional funding to complete the solution.

RISK AVERSION AND ITERATIVE DISRUPTION

Bureaucratic agencies are risk averse, and with good reason: they perform key roles in government and, 
while doing so, comply with rules and regulations. A task executed improperly or failure to abide by existing 
norms can have severe consequences, both for the general functioning of the state apparatus and for the indi-
vidual careers of civil servants. The solution for this project was not to revamp the regulatory framework or 
standard operations. Instead, the reform team identified small opportunities to improve the workflow of the 
analyst team through multiple cycles of disruption.

Coordination was key to this approach. The consulting team was responsible for implementing the solu-
tion in terms of software and data engineering. Meanwhile, the payroll analysts and the management team 
at DEREB provided feedback and prototyped beta versions of the solution. To strengthen this partnership, 
communication channels between both teams were reinforced. The method deployed for the development of 
the solution was short but agile.

One of the main challenges in implementing the solution was a mutual lack of knowledge between 
DEREB and EloGroup regarding the other’s area of expertise. For the consulting team, the payroll data and 
governance structures of Brazil’s federal bureaucracy were so complex that most of their initial effort focused 
on learning how the payroll system operated. To address this, the consulting team had to communicate 
extensively with the monitoring team at DEREB to ensure that relevant data were extracted and that regula-
tions were incorporated into the automated rules and statistical model.

On the other hand, the monitoring team at DEREB had limited exposure to statistics and software devel-
opment and therefore needed to be introduced to novel techniques without prior knowledge. Conversations 
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revolved around how to formalize the substantive knowledge of analysts in software, but ultimately, analysts 
had to rely on the consulting team to implement the solution. Lack of familiarity with software development 
and the platform meant that when bugs in the operations were identified, the consulting team had to address 
them, and workflow was interrupted.

With the initial data pipeline designed, the business rules and the statistical model were put into produc-
tion. Anomalous paychecks were sent directly to the monitoring team for validation. The initial results were 
positive, with the algorithm-empowered monitoring consistently outperforming the previous approach, 
based on the size of paychecks. As additional resources were necessary to expand the project, the director of 
DEREB presented the results to government leadership as promising evidence that the approach was correct. 
This initial buy-in proved key: having an actual solution in production and demonstrating results reduced 
uncertainty in higher levels of management.

The deployed solution combines two key insights: first, it formalizes existing laws and regulations 
governing payments in an automated pipeline. This means that the analyst no longer has to verify whether 
a paycheck complies with regulations; the business-rules module does this automatically. Second, the 
anomaly-detection algorithm relies on statistical modeling to leverage information about public servants, 
their departments, and their payment histories. This process fully leverages the information methodically 
collected by the Brazilian government on its payroll and public servants without imposing additional 
burdens on the analyst team.

Additionally, the current algorithm is designed to reduce workload and help analysts prioritize 
paychecks with higher risk. This complementary approach to improving payroll analysts’ workflow is key: 
after initial resistance regarding these changes, the monitoring team realized the benefits of the new digital 
approach over previous approaches. This hybrid model, incorporating both analog and digital processes, can 
provide a template for public sector technological innovations.

IMPACT OF THE SOLUTION

The clearest gains from the solution were in efficiency: despite the reduction in personnel, performance 
increased. Due to staff attrition unrelated to the project, the team of payroll analysts had been reduced in 
size. Despite this reduction, the reduced analyst team could flag the same amount of resources as inconsis-
tent compared to a larger team, while dedicating less time to each task. This reduction in the cost and main-
tenance of performance was an important selling point to other departments within the federal bureaucracy, 
highlighting the gains in efficiency from technological innovation.

An unintended consequence of the project was an increase in data literacy and a change in mindset. 
Users of the dashboard displayed greater interest in learning how the solution was implemented, with ana-
lysts expressing willingness to learn how to code to better understand the data. This growth in data literacy 
resulted from initial exposure to a set of techniques that had not been available before. Additionally, because 
of data integration, new linkages were formed between DEREB and other departments in the bureaucracy. 
Because the solution relied on data generated in other departments, there was a need for communication 
and transparency to make it work.

Finally, there was a shift in mindset regarding how to monitor payrolls. While previously, analysts had 
relied on their accumulated experience and intuition, the solution complemented this approach by empha-
sizing the use of data and regulatory infractions. The analytical framework of the solution provided a new 
template that analysts could use to assess whether a paycheck was indeed inconsistent. In a sense, the new 
technology changed the way payroll analysts approached their task.
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SUSTAINABILITY OF EXTERNAL IMPLEMENTATION

External solutions are brittle. They introduce dependency on the technical know-how of external actors, and 
once the engagement is finalized, the beneficiary is no longer able to maintain or improve on the external 
solution. In this case, technical know-how—including software and data engineering—for the implementa-
tion of the project remained with the consulting team once it left. The analyst team at DEREB did not acquire 
the necessary skills or capacity to develop the solution further, even though it was open source. Although 
data literacy in the monitoring team increased, the analyst team was not formally trained to modify or fur-
ther develop the software.

Additionally, changes in the management structure of DEREB after the implementation of the 
technical solution put the sustainability and continued development of the project at risk. While the 
previous director locked in the current version of the solution, it has not evolved since. Turnover in 
management and a contract-based approach meant that desirable additions to the solution—such as the 
extension of automation to all HR departments across federal agencies—were never implemented. The 
loss of institutional leadership and the lack of in-house capacity meant that while the product survived, it 
did not continue evolving.

CONCLUSION

Technological innovation is disruptive, but the costs and uncertainty associated with it can be reduced by 
adopting a gradual approach. Risk aversion—an important feature of bureaucracies—can be overcome 
through communication and small modifications to existing workflows. The Federal Payroll Digital Trans-
formation project outlined in this case study showcases this approach. Instead of a complete transformation 
of the payroll monitoring process, the technology focused on complementing existing workflows by payroll 
analysts.

A collaborative approach helped build trust in the relevance of the solution and its applicability to daily 
operations by end users. Iterative cycles of feedback and adaptation ensured that the algorithm proposed was 
appropriate to the use case and understood by payroll analysts. In addition, this reduced resistance to the 
final adoption of the solution. Technological disruption can thus be managed and incorporated into existing 
procedures, giving rise to hybrid solutions that provide a stepping stone for more extensive and intensive 
solutions.

While the current version of the solution has been finalized, its future development is uncertain. Due to 
the project’s outsourcing, the necessary expertise to implement and develop the solution was not developed 
in-house. Technological innovation through a public-private partnership therefore comes with associated 
costs and benefits. There is a trade-off between the agility and rapid gains from outsourcing to external 
agents and the lack of development of in-house expertise to continue growing solutions. External solutions 
therefore generate dependency on external actors for developing solutions, lowering the likelihood of main-
tenance and expansion in the long run.

Finally, the implementation team has emphasized the need for spaces within public administration to 
incubate technological innovation. These spaces would allow for calculated risks—and mistakes—within 
the public sector. While the team identified and opened spaces within which the solution could grow, it is 
important to ensure that those spaces are already set in place. This would incentivize not only managers will-
ing to lead innovations but also staff members, who would prove more willing to engage in changes without 
fear of reprisal. It would also create incentives for agencies to develop the in-house capacity for technological 
innovation and reduce dependence on external actors.
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CASE STUDY 9.3 HRMIS CASE STUDY: EMPLOYEE VIEWPOINT SURVEY 
ANALYSIS AND RESULTS TOOL (UNITED STATES)

Camille Hoover and Robin Klevins

Camille Hoover is an executive officer at the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK). Robin Klevins 
is a senior management analyst at the NIDDK.

SUMMARY

In 2015, the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK), within the 
National Institutes of Health (NIH), developed the Employee Viewpoint Survey Analysis and Results 
Tool (EVS ART) to extract insights from the Office of Personnel Management (OPM) Federal Employee 
Viewpoint Survey (FEVS) . The solution relied on the creative use of worksheet software to extract and 
transform data to produce dashboards automatically from a single data file . Effectively, the worksheet 
developed by the NIDDK team integrated a data infrastructure and a dashboard into a single platform, 
reducing implementation costs . The tool provides valuable information for senior leadership to promote 
employee engagement and guide policy making .

INTRODUCTION

It is a leader’s responsibility to care for the people in an organization and to create and sustain a culture 
where employees can flourish—one in which performance is central and employee engagement is main-
tained. To be successful, these values must be integrated into the function and mission of the organization, 
not treated as distinct or separate. To create this type of culture, leadership must secure buy-in from staff at 
all levels. Staff must embrace the organization’s vision and emulate its core values.

It is important that the core values not just be lofty or aspirational goals but translate into action on the 
frontlines, where the people of the organization are doing the work. Values can and should be measured 
through employee engagement surveys. This measurement allows leaders to keep a finger on the organiza-
tion’s pulse. It is important to combine data analytics with the voices of employees to inform strategies and 
resource allocation and to verify whether actions are paying off. Employee feedback must inform and orient 
action, whether in the form of focus groups, town halls, stay or exit interviews, or crowdsourcing.

This case study describes how the National Institute of Diabetes and Digestive and Kidney Diseases 
(NIDDK) developed an analytics dashboard to measure and promote employee engagement. The project was 
named the Employee Viewpoint Survey Analysis and Results Tool (EVS ART). EVS ART provided NIDDK 
leadership with immediate and informative data analytics on their employees’ perceptions of whether, and 
to what extent, conditions characterizing a successful organization were present in their agencies. Using EVS 
ART, the NIDDK was able to transform the enormous amount of data provided by the United States Office 
of Personnel Management (OPM) Federal Employee Viewpoint Survey (FEVS) into a user-friendly format 
in mere minutes. The survey topics, in response to which employees candidly shared their perceptions about 
their work experience, organization, and leaders, covered employee engagement, employee satisfaction, 
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and several submeasures, including policies and practices, rewards and recognition, opportunities for 
 professional development, and diversity and inclusion—all of which were used to inform decision-making.

EVS ART is an example of human resources management information system (HRMIS) analytics, simi-
lar in purpose to the case study of Luxembourg (case study 9.1). However, in contrast to Luxembourg, which 
generated analytical insights on the entirety of its HRMIS, this case focuses on the employee engagement 
module within an HRMIS. This module is diverse and expansive as a result of the rich data provided by the 
FEVS. The FEVS measures employees’ perceptions of whether, and to what extent, conditions characteristic 
of successful organizations are present in their agencies. It is a survey in which employees can candidly share 
their perceptions about their work experiences, organizations, and leaders. EVS ART therefore includes 
indicators on employee satisfaction, global satisfaction, compensation, and organization, as well as more 
customized questions about remote work and COVID-19. The focus on improving a particular module of an 
HRMIS makes this case similar to the approach in Brazil (case study 9.2), which reformed how the payroll 
module operated.

The project provided a set of lessons that may be helpful for practitioners. First, keep the solution sim-
ple. While the inner workings of a tool itself may venture over to the complex side, do not make the act of 
engaging with the analysis complex for the user. Second, make the solution accessible to all types of users. 
This means two things. One, ensure that the tool is accessible to those with disabilities, and two, make the 
tool available to the broadest audience possible. If people do not know about the tool, they will continue to 
spend unnecessary time recreating analyses and will not obtain insights from the data. Finally, remember 
that transparency ensures that data analytics can be trusted by those it benefits. When working with data, 
leadership should not shy away from difficult conversations, because survey takers already know whether 
something is working well or not. It is incumbent on leadership to be honest, dig deeper, and let staff know 
that their input will drive organizational change.

This case study is structured as follows. We first describe the institutional context, with particular 
attention to the FEVS, the largest civil servant engagement survey in the United States. Section 2 explains 
the initial rollout of the solution. Section 3 provides a detailed overview of the solution. Section 4 outlines 
the lessons learned during the implementation of the project. Section 5 describes the impact of the solution. 
Section 6 reflects critically on the importance of looking beyond analytics and effectively promoting change. 
Section 7 reviews challenges faced and future improvements to EVS ART. Finally, we conclude.

INSTITUTIONAL CONTEXT: THE FEVS

Each year, the OPM administers the FEVS to over 1.4 million full- and part-time permanent, nonseasonal 
employees governmentwide.9 The FEVS measures employee engagement, including employees’ percep-
tions of whether, and to what extent, conditions characterizing successful organizations are present in their 
agencies. It therefore provides valuable insight into agencies’ strengths and opportunities for improve-
ment. In 2020, 44.3 percent (624,800) of those receiving the FEVS completed it—each spending, on aver-
age, 25  minutes to do so (OPM 2021). This translates to over 260,000 federal hours and equates to over 
US$10 million worth of staff time taking the survey.10

The FEVS provides valuable information because the OPM proactively designed the FEVS to include 
multiple index measures and key categories, such as employee engagement and satisfaction, to help agen-
cies identify important patterns and themes.11 Each index is valuable, aggregating multiple answers.12 While 
much can be learned from the index measures and key categories, on average, there is a three- to four-month 
period during which the OPM processes the raw data before distributing it to agencies.

The FEVS allows agencies to obtain valuable feedback from all levels of the organization. Subgroups 
within an agency that have 10 or more survey participants can receive their own area-specific results, and 
those with fewer than 10 participants roll up to the next level of report to ensure at least 10 responses. This 
protects the confidentiality of the survey respondent, which is crucial when the goal is to obtain honest 
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 feedback (NIH 2018). In 2018, over 28,000 organizations within the federal government had 10 or more 
survey participants, for a total of over 280,000 survey respondents—and the number continues to grow 
(Kamensky 2019).

The FEVS’s granular and large-scale data allow organizational leaders within the federal government to 
tap into the perspective of those on the frontlines and learn from the voices of employees. In turn, the same 
information can be used to design employee-informed programs and initiatives. It is important for staff to be 
made aware of changes informed by their feedback. Informed change is noticed, creates ownership, and leads 
to increased engagement—and engagement is the foundation on which successful missions are built.

Despite this valuable information, extracting insights from the FEVS and putting them into action is 
challenging. Once given access to the survey, government agencies spend weeks culling large amounts of 
data to operationalize the survey’s feedback. This effort is extremely labor intensive, time-consuming, and 
costly. Some agencies spend thousands of dollars on manpower or on procuring outside support to analyze 
the data. In addition, by the time the results are received and the analysis completed, agencies are often on 
the heels of the next survey—with little time to act on the feedback provided. It is difficult to launch mean-
ingful initiatives with old data, and the lack of timely action, or perceived inaction, often leaves employees 
wondering whether taking the survey is of value.

INITIAL ROLLOUT

A small team at the NIDDK, within the National Institutes of Health (NIH), took it upon themselves to work 
with the data and create a framework to deliver results quickly, accurately, and intuitively. The NIDDK’s 
senior leaders appreciated the importance of these data and made it the highest priority to construct a way to 
translate them. They fully supported the NIDDK team’s efforts—giving them time, flexibility, and necessary 
resources.

The NIDDK team set out to design a tool that brought to life the voice of the people, one that was unlike 
other tools. As analysts, they wanted to ensure that users could arrive at actionable data quickly. However, 
they approached it differently from a traditional report. It was important that the tool was easy to look at, 
that the flow of information made sense, and that it told a story. They also wanted to ensure that actionable 
target areas—and themes—jumped out at the user. It was of great importance that the tool be both easy to 
use and accessible to all federal employees.

The team worked for two years to create a tool that would enable leaders to drill down and compare 
data, have a better pulse on engagement levels, and view FEVS scores in an actionable and targeted way. 
They began by utilizing a resource that they already had at their fingertips, a common program used 
across the federal government: Microsoft Excel. The team worked to design an easy-to-use template 
that provided a report with an easy-to-understand flow, and they ensured that the templates were 
password protected so that links could not be broken and results would not be compromised. The team 
also worked to ensure that the tools and associated resources followed the guidelines of Section 508 of 
the Rehabilitation Act.13

OVERVIEW OF THE SOLUTION

The team created the EVS ART—an Excel-based tool that allows users simply to copy data provided by the 
OPM and paste them into a similarly formatted template. Upon clicking “Refresh,” users can review condi-
tionally formatted results, thoroughly compare prior years’ data, and conduct a deeper-dive analysis of their 
outcomes.
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EVS ART is different from other tools available to analyze FEVS data because users can arrive at action-
able data quickly: the tool and output are easy to look at, the flow is intuitive, and the tool tells a story in a 
way that allows actionable target areas—and themes—to jump out. It is designed to be easy to use: it requires 
only basic Excel knowledge, it generates a user-friendly dashboard, and it captures and displays all OPM 
index measures and key categories.

The tool’s utility lies in its simplicity of use but power in transforming massive amounts of information, 
allowing leaders to home in on important themes and compare prior years’ data. EVS ART was designed so 
this can all be done in a few steps and as little as five minutes. EVS ART pulls data points from each of the 
main themes in the FEVS, such as employee engagement and global satisfaction. The tool organizes the sur-
vey results based on those themes by agency, subcomponent, and office, and it shows the change in responses 
for a specific item from year to year. This allows NIDDK senior leaders to monitor progress and evaluate the 
impact of strategies and interventions.

Instructions Tab

The first tab in EVS ART is the instructions tab (figure 9.12). Users enter the organization acronyms for the 
areas they wish to analyze and the year(s) of the results they wish to use. This information will automatically 
populate the headers and table titles on tabs throughout the Excel workbook.

Using FEVS data provided by the OPM, users copy and paste the information from their original FEVS 
data report into the corresponding EVS ART tab. No reformatting is required. This is done for each orga-
nization being compared. If prior year data are available, this step is repeated by pasting the data into the 
appropriate prior year tab(s). When this is completed, the user refreshes the data and EVS ART automati-
cally populates the dashboard itself.

Dashboard Design

Upon feeding the data to EVS ART, users gain access to a dashboard that provides an overarching view of the 
organization’s results. The dashboard delivers top-scoring questions for “positive,” “neutral,” and “negative” 
results, as well as the largest positive and negative shifts from one year to the next (figure 9.13). Below the 
charts, users are provided with a heat map that shows the average scores for each of the index measures and 
key categories, as well as their subcategories. This is helpful because it provides a clear visual at a high level 
and allows users to easily compare one organization to another.

The dashboard also provides a side-by-side visual comparison of FEVS results (figure 9.14). This helps 
users to determine areas of focus across the organization and identify areas that need more targeted inter-
vention. The conditionally formatted heat-map feature uses color to show managers their highest and lowest 
scores and identifies areas that might be strengths or challenges for the agency or a specific office. While 
the dashboard shows where to start looking, the information behind it—in the remainder of the report— 
provides a path that intuitively narrows the broader topics down to specific focus areas.

Analysis Tabs

While the dashboard is a great place to start, the deeper-dive portion of the report takes the user from a 
general overview to more specific focus areas, where the organization’s scores begin to tell a story. Figure 9.15 
shows an example of an organization’s percent-positive employee engagement index scores. At the top of the 
tab is the OPM’s guidance for interpreting the results. In the case of the FEVS,

 ● Questions averaging 65 percent positive or higher are considered “strengths,”

 ● Questions averaging 50 percent neutral or higher may indicate “opportunities” for improved communi-
cation, and

 ● Questions averaging lower than 50 percent are considered “challenges.”
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FIGURE 9.12 Instructions Tab in the EVS ART

Source: Screenshot of EVS ART 2020, NIDDK .
Note: EVS ART = Employee Viewpoint Survey Analysis and Results Tool; NIDDK = National Institute of Diabetes and Digestive and Kidney Diseases; OPM = Office 
of Personnel Management .
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FIGURE 9.13 Landing Page of the EVS ART Dashboard

Source: Screenshot of EVS ART 2020, NIDDK .
Note: EVS ART = Employee Viewpoint Survey Analysis and Results Tool; NIDDK = National Institute of Diabetes and Digestive and Kidney 
Diseases .



CHAPTER 9: CREATING DATA INFRASTRUCTURES FOR GOVERNMENT ANALYTICS 193

FIGURE 9.14 Results Comparison in the EVS ART Dashboard

Source: Screenshot of EVS ART 2020, NIDDK .
Note: EVS ART = Employee Viewpoint Survey Analysis and Results Tool; NIDDK = National Institute of Diabetes and Digestive and Kidney 
Diseases .
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FIGURE 9.15 Percentage of Positive Employee Engagement Scores from the Federal Employee 
Viewpoint Survey

Source: Screenshot of EVS ART 2020, NIDDK .
Note: EVS ART = Employee Viewpoint Survey Analysis and Results Tool; FEVS = Federal Employee Viewpoint Survey; NIDDK = National Institute of Diabetes and 
Digestive and Kidney Diseases; OPM = Office of Personnel Management .

EVS ART is conditionally formatted so that themes are easily identified. Users do not have to know 
how the tool works to be able to interpret the story or determine where they need to focus, where they have 
strengths, and where there are opportunities for improvement.
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FIGURE 9.16 Percentage of Negative Employee Engagement Scores from the Federal 
Employee Viewpoint Survey

Source: Screenshot of EVS ART 2020, NIDDK . 
Note: EVS ART = Employee Viewpoint Survey Analysis and Results Tool; FEVS = Federal Employee Viewpoint Survey; NIDDK = National Institute of Diabetes and 
Digestive and Kidney Diseases; OPM = Office of Personnel Management .

It became clear that one should look beyond whether scores are positive or not. Often, federal lead-
ers focus solely on questions that average 65 percent positive or lower. While this is important, going 
beyond to review both neutral and negative scores can provide clarity (figure 9.16). For instance, there 
is a big difference between a low positive score with a high neutral score and a low positive score with a 
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high negative score. While a low positive score is not preferable, if it is paired with a high neutral score, 
it could indicate an opportunity for communication and clarification, whereas a low positive score 
paired with a high negative score clearly indicates a problem area.

Action-Planning Tab

Effective action planning can transform data into meaningful change. The EVS ART action-planning tab is 
designed to help initiate the process and determine next steps (see figure 9.17). After reviewing the results, 
users can

 ● Identify focus areas (these areas can align with OPM index measures and key categories or can be cus-
tomized to reflect areas of interest),

 ● Enter related FEVS question numbers (data will automatically populate based on the question number 
selected),

 ● Brainstorm initiatives and interventions geared toward improving focus areas, considering both the 
potential impact and available resources,

 ● Designate a lead person or office to address each focus area, and

 ● Assign target completion dates.

Implementation and Reform Sequence

When initiating the development of the tool, the team first identified the questions that made up each of the 
FEVS index measures. This was a bigger challenge than anticipated because no one document contained 
all the information needed, so they created their own. The team scoured the OPM’s FEVS technical guides 
going back to 2012 to identify each measure, its definition, and the associated survey questions. They com-
piled a master document with this information that is still in use today.

The team also faced their own learning curve. They had a creative vision of what they wanted to accom-
plish, what they wanted the tool to look like, and what they wanted it to do, but they did not necessarily have 
the expertise to accomplish it—or so they thought. So the team began to work backward, peeling back the 
layers of what they anticipated the final product would look like, then researching and teaching themselves 
how to accomplish each step along the way.

Whether it was the visual appearance and flow or the inner workings of many hidden pivot tables and 
charts, each task was new, each was important, and each was tackled and then painstakingly built out, tested, 
adjusted, and then tested again. With each success came a small victory that fueled the next challenge. The 
analyst team looked for gaps, identified opportunities for improvement, and created efficiencies—and this 
project provided all of that and more. They knew that what they were creating could feasibly make a differ-
ence in the way the FEVS was used and valued governmentwide.

Upon completion, the NIDDK team recognized that the dashboard could be useful in other contexts and 
decided to share it broadly. Little did they know that getting the word out and giving the tool to other depart-
ments and agencies would prove to be more of a challenge than building the tool itself. First and foremost, 
the creation of EVS ART began as a grassroots effort, far removed from those who managed and adminis-
tered the FEVS. The NIDDK team began sharing their tool across their agency, but the department had little 
influence in sharing it broadly.

When the team gained the attention of the US Office of Management and Budget (OMB) and the OPM, 
all of that changed. The NIDDK team was invited to present to the OMB and the OPM. The OMB was 
impressed with EVS ART and praised the work done by the NIDDK.14 The OMB and the OPM  organized a 
venue during which the NIDDK shared the tool with federal chief human capital officers (CHCOs) gov-
ernmentwide. With the amplification of this extraordinary tool, the team received numerous requests for 
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demonstration of EVS ART from agencies and departments outside of their own. This was a challenge in 
itself for the team of three because many of the organizations expressing interest in the tool were within 
the same agency or department but siloed from one another, resulting in multiple requests from each. 
Additionally, due to turnover in political leadership, there were requests to return to organizations to share 
with new leaders the capabilities of EVS ART and the progress recognized by the NIDDK when their FEVS 
results were used to inform change.

The enormity of the US federal government made it more and more difficult to manage such requests. 
The NIDDK team established an online presence, which allowed federal employees to access the tool and 

FIGURE 9.17 Sample Action-Planning Tab in the EVS ART

Source: Screenshot of EVS ART 2020, NIDDK . 
Note: EVS ART = Employee Viewpoint Survey Analysis and Results Tool; NIDDK = National Institute of Diabetes and Digestive and Kidney Diseases; OPM = Office 
of Personnel Management .
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its training resources. The OPM also offered EVS ART as a resource to agencies and departments as part of 
work being done under the President’s Management Agenda. The collaboration between the NIDDK, the 
OPM, and the OMB blossomed, and since 2017, the NIDDK team has conducted hundreds of presentations, 
trainings, and customized workshops that have reached personnel in each of the 15 executive departments. 
These meetings and training sessions continue because the team has found that organizations at all levels 
within departments are interested in learning about successful practices.

It was important to the team that other federal employees knew of EVS ART’s availability, and equally 
important that they benefited from it, but it was also important that no outside entity unduly profit from its 
use. EVS ART was created by federal employees, for federal employees, using resources readily available and 
with no contractor support. Realizing its benefit and potential, the NIDDK elected to share its tool with any 
and all federal entities expressing interest, free of charge. Its view as a steward of federal funds was that it had 
done the work and, by sharing its tool, others could avoid duplicating its efforts and could create extraordi-
nary efficiencies within their own organizations. Many organizations had spent weeks, if not months, and 
sometimes thousands of federal dollars on outside consultants to do what they could now do for themselves 
in minutes using EVS ART. The NIDDK has received numerous requests from outside vendors and consul-
tants related to the use of its tool in support of work they are doing for other federal organizations—and even 
requests for unlocked versions that they can modify for their own use with federal clientele. This goes against 
the grain of the NIDDK’s vision for sharing the tool at no cost. The team does not want federal funds to be 
used, perhaps unknowingly, to pay for a tool available for free.

Feedback, Flexibility, and Continuous Improvement

End users of EVS ART have expressed gratitude for the tool.15 Having this tool helps leadership to see data 
in one place, or by field office if they like. This tool gives the flexibility to do that, and quickly, economizing 
time. The way the analysis and reports are organized makes the data clearer, which makes for faster anal-
ysis of employee feedback and allows leadership to address the question “what now?” so that agencies can 
develop a plan of action based on employee responses.

EVS ART was designed to provide users with many ways to view data. It offers a dashboard, heat maps, 
breakouts by index measure, and bar charts. However, there is always the desire to display data in different 
ways. Early on when the team received requests from users to modify the tool, they provided unlocked versions 
to those requesting to make modifications. After seeing the inner workings of EVS ART, and the thought that 
went into the creation of the tool, a user remarked that “it look[ed] easier than it really is,” and this is true.

The team learned, through trial and error, that it was not wise to share unlocked versions of the tool. 
There are numerous pivot tables and charts and thousands of links and formulas in each of the templates. 
Breaking any one of them could compromise the analysis. Because of this, they decided to no longer provide 
unlocked versions and instead to collect the feedback received and use that information to improve the 
templates each year.

LESSONS LEARNED

The project taught the implementation team a set of lessons:
 ● Cost does not equal worth. A tool does not have to be expensive to provide extraordinary value.

 ● Keep the solution simple. While the inner workings of a tool may venture over to the complex side, 
do not make the act of engaging with the analysis complex for users, or they will not use it.

 ● Make the solution accessible to all. This means two things. One, ensure that the tool is accessible to 
those with disabilities, and two, make it available to the broadest audience possible. If people do not 
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know about the tool, they will continue to spend unnecessary time re-creating analyses and unnecessary 
money on contracts to conduct analyses, or they may simply do nothing with the valuable information 
they have at their fingertips.

 ● Ensure that the output of the tool is intuitive and useful. Do not make users reanalyze the analysis—
the tool should do the work for them the first time. Provide results in a format that can be utilized for 
presentation.

 ● Tell the story. Do not overwhelm end users. Offer a high-level visual overview and then direct them 
down an intuitive path to more specific details.

 ● Be transparent. When working with results, whether positive or negative, do not shy away from difficult 
conversations. Survey takers already know whether something is working well or not. Be up front, dig 
deeper, and let them know that their input will drive change.

 ● Tie actions back to survey feedback. When creating initiatives based on feedback obtained through a 
survey, it is important to tie the organization’s actions back to the voice of the people. This will increase 
engagement, add validity to the survey, and in most cases, increase future participation.

What was the most basic lesson learned? Great things can come from grassroots efforts.

IMPACT OF THE SOLUTION

The introduction of EVS ART created immediate efficiencies in both the time and cost of completing the 
FEVS analysis. Colleagues at the Centers for Disease Control and Prevention (CDC) experienced a signifi-
cant reduction in the time spent conducting FEVS analysis. Prior to EVS ART, they produced 24 reports in 
72 workdays at a cost of approximately US$30,861. Reporting can now be done in one workday at a cost of 
approximately US$1,129—a savings of US$29,732 and a 96 percent reduction in both time and cost. These 
efficiencies have allowed the CDC to increase its reporting sixfold to 150 individual analyses—meaning that 
126 additional managers now receive their own customized FEVS results.

An NIH analyst who once spent 30 hours creating one report at an average cost of US$1,350 can now 
complete an analysis in less than 5 minutes at a cost of US$3.75. Simplifying the analysis process means that 
frontline managers can access meaningful data to better inform policies, programs, and initiatives much 
sooner. They can also have confidence that the information they are using to create or bolster initiatives is 
coming directly from those whom their actions impact most.

BEYOND ANALYTICS: CREATING MEASURABLE AND SUSTAINABLE 
CHANGE

While the efficiencies created by EVS ART have helped save both time and money, the most important aspect, 
by far, has been the increased ability to identify themes and measure organizational change (see figure 9.18).

One example of a success story concerns the transformation of an underperforming organization. This 
organization was forward facing and interfaced with all 1,300 institute employees. To remedy its underper-
formance, the NIDDK Executive Officer stepped in with a multipronged approach and, over the course of a 
year,

 ● Put in place new standards and forms of accountability, including metrics to measure productivity 
(industry standards),
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FIGURE 9.18 Identifying Challenges through the EVS ART

Source: Original figure for this publication, NIDDK .
Note: EO = executive office; EVS ART = Employee Viewpoint Survey Analysis and Results Tool; FEVS = Federal Employee Viewpoint Survey; 
NIDDK = National Institute of Diabetes and Digestive and Kidney Diseases .

 ● Worked closely with leaders to create a new vision for the group,

 ● Changed out leaders who did not embrace the new vision,

 ● Taught necessary competencies to supervisors,

 ● Created opportunities for high performers,

 ● Ensured that mediocrity was not acceptable and that there were consequences for poor performance, not 
only for employees but also for leaders, and

 ● Worked closely with the employees of the organization so they knew in real time what changes were 
happening and why, ensuring that each employee within the organization had a voice.

Over the course of a year, the organization was transformed. Employees knew it because service 
improved, complaints were greatly reduced, and partnerships began to form. By using EVS ART, the 
NIDDK was able to prove that its targeted interventions were working. Figure 9.19 illustrates the transfor-
mation from one year to the next. The employee engagement index went up by 22.8 percentage points, the 
global  satisfaction index went up 36.6 percentage points, and the new inclusion quotient increased from 
51.6 percent to 76.6 percent positive.16

NIDDK staff recognized the transformation, and confidence in the organization returned. The work 
continues to pay off, and five years later, the success of the interventions is still clearly demonstrated 
(see figure 9.20).
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FIGURE 9.19 Changes in Federal Employee Viewpoint Survey Index Measures, 2015–16

Source: Original figure for this publication, NIDDK .
Note: EO = executive office; FEVS = Federal Employee Viewpoint Survey; NIDDK = National Institute of Diabetes and Digestive and Kidney Diseases .

Performance Management in Practice

The same success has played out across the institute. In addition to targeted interventions, to be a truly 
performance-centric organization, performance management must be incorporated into an organization’s 
culture continuously. NIDDK leadership routinely finds opportunities across the institute to highlight the 
importance of performance standards and conversations.

At the NIDDK, people throughout the organization shared via the FEVS that they wanted discussions 
with their supervisors about their performance to be more worthwhile: they wanted their supervisors to 
provide them with more constructive suggestions about how to improve their job performance and to give 
them meaningful recognition when they had done a good job. To address this, the NIDDK Executive Officer 
initiated the following practices:

 ● Reviewing performance ratings across the entire organization to make sure that all supervisors were 
interpreting “outstanding” rating requirements, versus “excellent” and “satisfactory” ones, in the same 
way and that, where appropriate, they were giving lower ratings when deserved rather than ignoring 
underperformance
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FIGURE 9.20 Changes in Federal Employee Viewpoint Survey Index Measures, 2015–19

Source: Original figure for this publication, NIDDK .
Note: EO = executive office; FEVS = Federal Employee Viewpoint Survey; NIDDK = National Institute of Diabetes and Digestive and Kidney Diseases .

 ● Reviewing all awards and retention incentives to make sure there was equity and fairness in who received 
awards and in what amounts

 ● Sending mid-year and end-of-year communications to the NIDDK’s supervisors, reiterating what 
employees had said and emphasizing that staff played an active role in their performance conversations

 ● Sending communications to staff reminding them that what they said was important and encouraging 
them to play an active role in their performance conversations

 ● Sharing the document “Performance Management Tips and Templates” with both supervisors and staff 
to equip them with the tools they needed to have more robust performance conversations.

Over time, the people of the organization saw a noticeable change in performance management, which 
the NIDDK has validated using the FEVS and EVS ART. Traditionally, one of the lowest-scoring questions 
across government has been “In my work unit, steps are taken to deal with a poor performer who can-
not or will not improve.” This is one of the most difficult questions to tackle across the government. Many 
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federal leaders have said that it should be removed from the FEVS because, due to the confidential nature of 
employee relations, it is nearly impossible to demonstrate that actions are being taken.17

However, the NIDDK proved that it is possible. Leaders throughout the institute devoted resources to 
assist supervisors and employees early on when there were problems with performance or conduct. The key 
was creating a culture where early intervention occurs and clear standards and accountabilities are estab-
lished and transparent. When this was done, staff began to notice underperforming organizations improve 
(see figure 9.21).

CHALLENGES FACED AND THE PATH FORWARD

The biggest challenge for the NIDDK team has been balancing their traditional responsibilities with the 
demands of creating, modifying, and supporting a tool that has gained in popularity. Since its inception, EVS 
ART has been enhanced to expand its capabilities several times due to the NIDDK’s desire to strive for con-
tinuous improvement based on feedback received from users. The FEVS itself has undergone changes over 
the last three years, and EVS ART has required substantial modification to adapt to those changes as well. 
The team has learned that, while there is great satisfaction in being able to provide their federal colleagues 
with a tool that evolves with their needs, this also means that their work is never really done.

FIGURE 9.21 Improving Measures of Accountability at the National Institute of 
Diabetes and Digestive and Kidney Diseases

Source: Original figure for this publication, NIDDK .
Note: EO = executive office; FEVS = Federal Employee Viewpoint Survey; HHS = Health and Human Services; NIDDK = National Institute of 
Diabetes and Digestive and Kidney Diseases; NIH = National Institutes of Health .
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One function not yet incorporated by the tool’s creator is the ability of the tool to determine statis-
tical significance in changes from one year to the next, or between organizations of similar or different 
sizes. The addition of this capability could help to “win over” survey cynics. Last, with the topics of 
diversity, equity, inclusion, and accessibility at the forefront of conversations within the United States, it 
would be helpful to have the ability to compare data using different demographics, such as race and eth-
nicity. This is something that the NIDDK team is actively working on. While not all users have access to 
this level of data, the team would like to provide a similar user-friendly reporting format to those who 
do have access.

CONCLUSION

All leaders aspire to create and sustain high-functioning organizations. How can organizations achieve 
high-functioning performance, much less provide measurable evidence that they have reached this goal?

The synergy between technology for data analytics and the voice of the people can be powerful. It can 
inform a leader’s strategy and resource allocation and provide evidence that an organization’s performance 
and engagement activities are paying off. The NIDDK now uses the FEVS as a launchpad for moving for-
ward, not as a report card looking back. It is with this in mind that it put into effect the year-round campaign 
“You Speak … We Listen … Things Happen!” to reiterate to employees that it is constantly listening to their 
voices and taking their feedback into account in the planning of programs and initiatives. Leadership incor-
porates this campaign into email communications, posters, and all-hands meetings to remind employees 
that their voices make a difference.

The NIDDK Executive Officer also conducts workshops to build communities and connect with 
staff. Early on, these workshops were used as part of targeted interventions. Now, as a very high-func-
tioning organization, the NIDDK has transitioned to more strategic initiatives. It does this by harness-
ing the talents of staff who have relevant interests and technical expertise that extend beyond their 
functional areas to deliver workshops that continue to strengthen employee development—in lieu of 
bringing in outside facilitators. It focuses on career development, offering world cafés that allow staff 
one-on-one interaction with senior leaders from across the NIH who volunteer to share experiences, as 
well as specialized workshops on resilience, problem solving, conducting difficult conversations, and 
managing up.

Another part of the NIDDK’s success has been in creating many strategic initiatives. Some of the more 
novel programs it has put in place, which have resulted in an increase in FEVS scores and in employee 
engagement across the institute, include using crowdsourcing to initiate conversations and capture 
ideas, incorporating pulse surveys into town halls, and conducting stay and exit interviews with staff. In 
addition, it has created a novel awards program to recognize “rising stars,” innovative problem solving, 
and personification of the organization’s core values. It has also focused on the professional and career 
development of staff through the launch of a formal mentoring program, a shadowing program, a new 
supervisors program, and the novel Career Climbers Cohort, which was specifically designed for staff who 
were junior in experience or brand new to the federal workforce. Each of these initiatives, programs, and 
activities has been informed by the institute’s employees. This largely explains the institute’s success in the 
FEVS’s “Belief in Action” question: “I believe the results of this survey will be used to make my agency a 
better place to work.” Across government, this question has traditionally scored incredibly low—but at the 
NIDDK, that has changed.

In 2015, the NIDDK was able to do its first deeper-dive analysis using an early version of EVS ART. 
Armed with this information, they set out to create employee-informed change, and this did not go 
unnoticed. Between 2015 and 2016, the NIDDK Executive Office’s positive responses to the “Belief in 
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Action” question jumped by 14 percentage points, from 52 percent to 66 percent. In 2020, this same office 
recognized a “Belief in Action” score that was 90 percent positive—a jump of 38 percentage points from 2014 
(see figure 9.22).

With the increase in “Belief in Action” scores, survey response rates increased as well. The NIDDK’s 
overall employee participation increased from 36.8 percent to 74.5 percent (see figure 9.23).

Very basic things are needed to help ensure an organization’s success. An organization requires reliable 
and real-time data, the ability to keep a finger on its own pulse, and the ability to tie organizational interven-
tions and strategic initiatives back to employees’ voices. Data are only meaningful when they are accounted 
for, acted upon, and shared with staff. They must be incorporated into the organization’s culture and prac-
tices on a daily basis. The result is an amazing ripple effect (figure 9.24).

In closing, EVS ART is an incredible resource, but it is important to remember that the tool itself cannot 
create change—it can only inform it. The magic lies in what is done with the information it provides. The 
importance of leadership buy-in and action, at all levels, is critical, and a leader’s level of buy-in can either 
help or hinder an organization’s success. When leaders effectively use employee feedback to create timely, 
well-informed, and meaningful initiatives, the rest will begin to fall into place—and that is a wonderful cycle 
to be in.

FIGURE 9.22 “Belief in Action” Scores from the Federal Employee Viewpoint 
Survey, 2014–20

Source: Original figure for this publication, NIDDK .
Note: EO = executive office; FEVS = Federal Employee Viewpoint Survey; HHS = Health and Human Services; NIDDK = National Institute of 
Diabetes and Digestive and Kidney Diseases; NIH = National Institutes of Health .
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FIGURE 9.24 The Ripple Effect

Source: Original figure for this publication, NIDDK .
Note: NIDDK = National Institute of Diabetes and Digestive and Kidney Diseases .

FIGURE 9.23 Federal Employee Viewpoint Survey Participation Rates, 2014–20

Source: Original figure for this publication, NIDDK .
Note: FEVS = Federal Employee Viewpoint Survey; NIDDK = National Institute of Diabetes and Digestive and Kidney Diseases .
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NOTES

 The authors are grateful for contributions by government counterparts in Brazil—Luciana Andrade (Anvisa) and Matheus 
Soldi Hardt (EloGroup)—Luxembourg—Ludwig Balmer (CGPO), Marc Blau (CGPO), and Danielle Bossaert (Observatory 
of the Civil Service)—and the United States—Camille Hoover (NIDDK) and Robin Klevins (NIDDK).

 1. For an overview of different statistical capacities produced by the World Bank, see the Statistical Performance Indicators 
(SPI) page on the World Bank website, https://www.worldbank.org/en/programs/statistical-performance-indicators.

 2. There is an important distinction between data infrastructure and information systems. Data infrastructure often entails 
both the digital and physical infrastructure required to store data, while the information system refers specifically to the 
software architecture in which data are stored.

 3. For additional details, see chapter 12.
 4. Ghost workers can appear in many forms: employees without a legal appointment who are nevertheless being paid; dead 

employees who continue to appear on the payroll and whose salaries are drawn by local administrative staff or shared with 
descendants; employees who draw both a pension and regular salaries; employees who draw multiple salaries from different 
ministries or agencies; employees who have been dismissed or have retired or resigned from service but continue to draw 
salaries; employees who are not working or showing up but continue to be paid; and employees who use false or multiple 
identities to draw multiple salaries.

 5. More information about the FEVS can be found on the website of the OPM, https://www.opm.gov/fevs/.
 6. See case study 9.3.
 7. The project is described in more detail on the World Bank website, https://projects.worldbank.org/en/projects-operations 

/project-detail/P176877.
 8. A sheet is a page that contains the charts, key performance indicators, and tables that compose a dashboard. An application 

contains multiple sheets.
 9. More information about the FEVS can be found on the website of the OPM, https://www.opm.gov/fevs/. For summary 

statistics on full-time permanent, nonseasonal federal employees, see OPM (2017).
10. This staff time estimate does not include the time spent administering the survey or analyzing its results.
11. Index measures are aggregates of positive questions regarding perceptions of employee engagement. Key categories are 

generally described as survey modules---for instance, work experience and relationship to supervisors.
12. Some indexes contain four, and others, as many as 39 answers.
13. This act requires all electronic and information technology that is created by the federal government to be accessible to 

people with disabilities. Compliance allows users with assistive technology, such as screen readers, to use the tool.
14. One participant noted that the dashboard was “proof of concept that with strategic initiatives and targeted interventions, a 

federal leader can affect positive change and realize significant measurable improvement from 1 year to the next.”
15. A colleague from the Department of Homeland Security “shed a tear when we learned of [the] tool, watched the video, 

used it, and saw how fast the analysis was performed.” A senior user from the Centers for Disease Control and Prevention 
(CDC) shared that “EVS ART is a great tool to convey more data in less time and in a more meaningful way.” And a senior 
colleague from the Office of the Secretary of the Department of Health and Human Services stated that “EVS ART will 
allow us more time to analyze the data and focus more time on strategic planning.”

16. These are not jumps in specific questions but changes to the average of index measures. Many of the specific questions 
within the index measures went up by 40–50 percentage points in just one year.

17. Note that the specific question has been removed for 2022 and exchanged for a multiple-choice question. The wording of 
the question has been changed as well to address these concerns.
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CHAPTER 10

Government Analytics 
Using Human Resources 
and Payroll Data
Rafael Alves de Albuquerque Tavares, Daniel Ortega Nieto, and 
Eleanor Florence Woodhouse

SUMMARY

This chapter presents a microdata-based approach for governments to improve their strategic human 
resource management and fiscal planning . Using a series of examples from Latin American countries, 
the authors demonstrate how basic statistics created using payroll and human resource management 
data can help policy makers gain insight into the current and future state of their government’s wage bill . 
The authors argue that this constitutes an important first step toward tapping the potential of existing 
bodies of payroll and human resources microdata that are currently underused . This approach can help 
policy makers make difficult decisions by breaking down the causes of problems and putting numbers 
to the ways in which certain policy choices translate into longer-term consequences .

ANALYTICS IN PRACTICE

 ● Data collection practices. It is recommended that where possible, governments centralize their human 
resources (HR) data collection systems and render these data accessible to insights teams. If such data do 
not exist, even in a disparate fashion, we strongly advise governments to begin collecting, in a centralized 
manner, payroll and human resources management information system (HRMIS) microdata. We advise 
governments to make these data public where possible (anonymizing the data, naturally) to improve 
transparency.

 ● Fiscal planning. We advocate for better integration of HR data analysis with fiscal planning. To be able 
to leverage payroll and HRMIS microdata, governments must encourage civil servants from the trea-
sury and HR department(s) to collaborate more closely. This could be achieved by allocating dedicated 

The authors’ names are listed alphabetically. Rafael Alves de Albuquerque Tavares is a consultant at the World Bank. Daniel Ortega 
Nieto is a senior public sector management specialist at the World Bank. Eleanor Florence Woodhouse is an assistant professor in the 
Department of Political Science and School of Public Policy, University College London.
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portions of civil servant workload to the task of sharing and analyzing data or by creating dedicated 
interdepartmental roles to push forward and undertake the collection and analysis of payroll microdata 
for strategic human resource management (SHRM).

 ● Service delivery. By better integrating HR data and wage bill planning, policy makers can improve service 
delivery to citizens. For example, projections of which categories of public servants will retire or transfer 
across posts allow managers to identify where additional resources will be required to ensure the conti-
nuity of service provision. This logic can be extended to the integration of personnel data with the wider 
dataverse available to policy makers. For example, data on demographic changes among citizens allow 
policy makers to predict changes in service demands. The interaction of these analytics on the demand 
and supply sides of service delivery allows policy makers to use their resources intelligently.

 ● Insulation of SHRM and fiscal planning. Political considerations can impede the implementation of suc-
cessful SHRM and fiscal planning. We recommend that governments insulate certain aspects of planning 
offices’ work from the ebb and flow of politics. This could go hand-in-hand with our second lesson, to carve 
out explicit portfolios or roles dedicated to collecting and analyzing HR microdata, by ensuring that this 
work is undertaken by public servants reporting to an independent agency rather than to a minister.

INTRODUCTION

This chapter offers policy makers ways to use HR microdata to improve SHRM and fiscal planning. More 
specifically, practical examples are presented of how to use payroll and HRMIS data to strengthen wage bill 
projections, gain better insights into the dynamics of the public sector labor market, and strengthen evi-
dence-based personnel policy. The approach offers ways to tap the potential of HRMIS data that are widely 
available but underused. The types of analysis that we propose can support public sector managers in their 
decision-making by rendering explicit some of the consequences of key human resource management 
(HRM) choices and simulating distinct scenarios.

The approach described uses administrative data related to individual employment and compensation to 
model the dynamics of the public sector workforce and its associated costs. By applying an analytical lens to 
the administrative data the public sector holds on its employees, these data become a means of better under-
standing the characteristics of public administration. This includes determining simple statistics, such as the 
ratio of pay and allowances across distinct groups of employees, the different job placements and training 
opportunities secured by officials across time and institutional environments, and extrapolations of core 
variables, such as the wage bill under current laws and regulations.

With these generally straightforward statistics—to which any government with an HRMIS should have 
access—significant improvements can be made to addressing potential HRM shortcomings and related 
fiscal issues, including strategic workforce planning, replacement rates, salary inequalities within and across 
government agencies, the distribution of pay-for-performance benefits, the retirement of personnel, and pro-
jections of payroll costs, among others.1

Data analytics based on personnel data have proliferated in recent years and enable organizations to 
understand analytics across the HRM cycle (Davenport 2019)—from the attractiveness of distinct positions 
advertised by an organization (measured by the number of applicants) to diversity and inclusion (measured 
by, for instance, the ethnic diversity in different ranks of an organization’s hierarchy), to name just two 
examples. Yet, as outlined in chapter 9 of the Handbook, many government organizations lack an HRMIS 
with which to register these data. For this reason, we limit the HRMIS analysis in this chapter to personnel 
data that are often more readily available and registered by governments—such as age (by registering date of 
birth) and gender—while acknowledging that this only presents a small fraction of the HRMIS data analytics 
possible with more widely available data.
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Common Sources of Microdata

Two key terms used throughout this chapter are the government wage bill and payroll and HRMIS 
 microdata. Harborne, Bisca, and Dorotinsky (2017, 267n48) define the government wage bill as 

the sum of wages and salaries paid to civilian central government and the armed forces. 
Wages and salaries consist of all payments in cash (no other forms of payment, such as 
in-kind, are considered) to employees in return for services rendered, before deduction 
of withholding taxes and employee pension contributions. Monetary allowances (e.g., for 
housing or transportation) are also included in the wage bill.

Pensions, by contrast, are generally not included in the wage bill. Pensions remain, however, an import-
ant share of a government’s payroll. Indeed, a recent report has found that subnational governments in Brazil 
have been under growing pressure from pension expenses, at times spending the same amount of money on 
pensions as on the wage bill (World Bank 2022). Figure 10.1 presents the percentage of the state budgetary 
ceiling allocated to pensions and the wage bill in Brazil. In 2019, over 20 percent of the budgetary ceiling 
was spent on pensions, almost the same proportion as the wage bill itself. The same type of analysis that 
we perform for the wage bill in this chapter could be replicated for pensions. For example, projections of 
pension expenses could aid governments in making strategic decisions to prepare for and potentially reduce 
their burden.

Payroll and HRMIS microdata are two separate data sources that we leverage in our analyses. Both 
capture individual-level information about employees and should be easily available to most govern-
ments. Payroll data include information pertaining to an employee’s contract (job position, contract 
type, etc.), personal details (date of birth, national insurance number, address, etc.), salary and tax 
details (amount and date of payments, tax codes, etc.), and leave, holidays, and benefits. These data are 
generally  collected by the HR or finance department that administers the salaries of public employees. 
For this reason, these data are automatically updated because they must reflect promotions or changes 
in role or leave allocations.

HRMIS data, on the other hand, can be used to enrich payroll data because they also capture infor-
mation such as an employee’s gender and educational qualifications or prior professional experience. 
However, they tend not to be updated in the same way as payroll data because they are usually taken as a 

FIGURE 10.1 Wage Bill and Pensions as a Percentage of Subnational States’ 
Budget, Brazil, 1995–2019
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snapshot at the recruitment stage and thus capture an employee at only a single point in time (for exam-
ple, if the employee earns a degree after starting a position, this will not necessarily be reflected in the 
HRMIS data).

When we refer to HR data more broadly, we refer to the combination of payroll and HRMIS data for 
active (or currently employed) civil servants.2 While many governments have access to data collected via 
their HRMIS, they sometimes struggle to extract and use them to their full potential. This can be due to 
a number of issues, including outdated HRMIS or analytical capacity, the decentralization of HR depart-
ments (which means that central government administrators only have access to partial data), or a lack of 
long-term strategic HR planning. In the section “Payroll and HRMIS Microdata and Related Challenges,” 
we offer insights into how to get these data into shape for analysis, and in the section “Descriptive Statistics,” 
we  discuss how to undertake simple and effective analyses using said data to improve SHRM.

Capitalizing on Government Microdata

We focus on SHRM and the government wage bill for a number of reasons. First, the wage bill has consid-
erable fiscal impact because it represents a significant portion of government spending: around one-fifth 
of total spending, according to the International Monetary Fund (IMF) (Gupta et al. 2016, 2), or around 
9–10 percent of gross domestic product (GDP) and roughly a quarter of general government expenditures, 
according to the World Bank (Hasnain et al. 2019, 8). Second, it is likely that across the globe, pressures 
on wage spending will increase in the coming years and decades because “advanced economies are facing 
fiscal challenges associated with aging populations while also needing to reduce high public debt levels” and 
because “emerging markets and low-income countries have pressures to expand public service coverage in 
the context of revenue and financing constraints and the need for higher public investment” (Gupta et al. 
2016, 1). Thus, in order to ensure that they are able to continue to deliver essential public services when 
 facing increasing financial constraints, governments must invest in fiscal planning and SHRM.

The approach we propose allows government organizations to better leverage their HR data and make 
use of evidence for decision-making. Such strategic use of HR data can also have a significant fiscal impact, 
helping to avoid short-termism and here-and-now pressures that may cast a long shadow over government 
organizations’ ability to undertake their work and offer the best services to citizens under government 
budget constraints. A case in the Brazilian state of Alagoas offers a good example, illustrating the potential 
of using payroll microdata to provide empirical evidence for the pros and cons of policy decisions. Here, 
estimates of a decreasing pupil-per-teacher ratio helped inform the government’s decision to recruit fewer 
teachers while maintaining the quality of the public education delivered to its citizens by opening up fiscal 
space to better provide other, more needed public services.

One of the major advantages of applying an analytical lens to SHRM and wage bill data is that it supports 
governments to improve workforce and fiscal planning jointly and in a coordinated way. These two aspects 
of government work should occur in tandem, but in practice, this is rarely the case. Workforce planning 
“is a core HRM process that helps to identify, develop and sustain the necessary workforce skills” and that 
“ensures that the organisation has the right number of people with the right skills in the right place at the 
right time to deliver short and long-term organisational objectives” (Huerta Melchor 2013, 7). The ultimate 
goal of public sector workforce planning is to optimize the number and type of staff employed and the 
budget of the department or government in question. By the type of staff, we mean their professional skill 
set: are they able to contribute to completing the mission of the organization they serve? Identifying the 
needs of an organization and the HR required to achieve its goals is the heart of strategic workforce planning 
(Jacobson 2009; Kiyonaga 2004; Selden 2009): “a goal of workforce planning is to identify the gap between 
those needs and the available labor supply for government to continue providing quality services and fulfill 
its mission” (Goodman, French, and Battaglio 2015, 137). Fiscal planning, by contrast, refers to the way in 
which governments use their spending and taxation to influence the economy. As such, it can be improved 
by developing a better understanding of when certain groups of employees are going to be hired or retire, 
for example, allowing for more accurate revenue forecasting, which influences the budget approved by the 
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government. One area that the IMF has identified as important for improving fiscal planning is precisely 
strengthening links between wage bill management—specifically, wage determination processes—and fiscal 
frameworks (Gupta et al. 2016, 2).

Strengthening Traditional Approaches

One additional application of our microdata-driven approach is to help bridge the gap between macroanal-
ysis and traditional functional reviews, two common approaches to the analysis of the government wage bill 
and the distribution of work functions across the civil service, respectively. The former relies on macro-level 
analysis that leverages indicators such as the wage bill as a share of GDP and government employment per 
capita to gauge the appropriate size and cost of the civil service. By relying on macro indicators, these analy-
ses have often led to simplistic policy prescriptions in the context of fiscal crises.

The latter strain of analysis relies on functional reviews. Using mostly legal documents, regulations, and 
interviews, these reviews scrutinize the goals, tasks, and resources of units inside the government to improve 
efficiency and effectiveness. Functional reviews thus have multiple goals but generally aim to assess how 
work is distributed across the civil service and to identify potential duplication of work through the func-
tions performed by different departments. The analysis may produce results that are not integrated with an 
overarching strategy of reforming the civil service based on fiscal constraints.

By undertaking microdata analyses, one can complement functional reviews by not only looking at 
government functions but also gaining greater insight into other relevant dimensions of government organi-
zation, such as staffing and competencies. For instance, if one undertook a functional review and discovered 
that two departments perform similar functions, a parallel microdata-powered analysis could identify the 
distribution of competencies across the two departments. Perhaps one department has a natural advantage in 
taking full responsibility for the function because of the greater strength of its staff. Or perhaps there needs to 
be a redistribution of staff to more effectively distinguish the roles and activities of the two departments.

Micro-level analysis can be used to help reconcile and complement the fiscally oriented nature of macro-
analysis and the flexible and detailed nature of functional reviews. This can be done through the use of sim-
ple descriptive statistics, such as the drivers of payroll growth (variation in total payroll, wages, and number 
of employees), the distribution of the workforce according to levels in the career ladder, and progressions 
and promotions over time and how much they cost, among others, and via a model-based simulation of the 
wage bill with the fiscal impacts of policies that improve and consolidate wage bill spending. One contribu-
tion that our chapter makes is to demonstrate some of the potential uses of and synergies between payroll 
and HRMIS data. By breaking down data silos, governments can start to better leverage data that are already 
at their disposal to gain insights into how to manage certain processes, such as adjusting the wage bill and 
improving fiscal planning.

In short, our chapter aims to lay out a practical, practitioner-friendly approach to the government wage 
bill that can improve SHRM and fiscal planning with relatively little technical expertise and data that should 
be accessible (with a relatively low cost of extraction) to any government with an HRMIS. This approach 
offers significant advantages in helping governments to use the untapped potential of lakes of payroll and 
HRMIS microdata and, more broadly, to use evidence in order to navigate difficult policy decisions.

STRATEGIC HUMAN RESOURCE MANAGEMENT AND FISCAL PLANNING

The public administration literature on SHRM focuses on identifying how it is used across different lev-
els of government (Choudhury 2007; Goodman, French, and Battaglio 2015; Jacobson 2010), evaluating 
the  effectiveness of different types of SHRM (Selden 2009; Selden and Jacobson 2007), and determin-
ing which factors influence the successful implementation of SHRM strategies (Goodman, French, and 
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Battaglio 2015; Pynes 2004). However, it is widely recognized that there is a paucity of empirical research on 
public sector SHRM (Choudhury 2007; Goodman, French, and Battaglio 2015; Reitano 2019), with much 
of the existing literature being normative in nature, relying on small samples, or being significantly dated. 
Moreover, the extant literature has a strong focus on the United States, with little to no evidence from the 
rest of the world.3 Broadly, SHRM and wage bill data are underused as a source of analytics data for better 
understanding the characteristics and nature of public administration and public service.

One central finding of the existing literature is that many local governments do not have workforce plans 
in action (Jacobson 2010). In their survey of the largest US municipal governments, Goodman, French, 
and Battaglio (2015, 147) find that “very few local governments make use of comprehensive, formal work-
force plans.”4 This is confirmed by other studies focusing on specific geographical regions, such as Jacobson 
(2010) and Frank and Zhao (2009). Local governments have been shown to lack the technical know-how 
and resources required to undertake SHRM (Choudhury 2007; Huerta Melchor 2013; Jacobson 2010). 
Small local governments, in particular, often lack the fiscal, professional, and technical expertise to innovate 
successfully (French and Folz 2004). For this reason, local governments may shy away from more complex 
econometric approaches to processes such as budget forecasting because they lack the know-how (Frank 
and Zhao 2009; Kavanagh and Williams 2016). This is precisely where our approach comes into its own. 
With very few, simple statistics that any public organization with an HRMIS should have access to, local and 
national HR departments can make a marked improvement in the use of their SHRM data.

Although the lack of capacity for SHRM seems to be most acute at the local level, it has also been docu-
mented in national governments. The Organisation for Economic Co-operation and Development (OECD) 
describes how its member states have “experienced problems with developing the necessary institutional 
capacity to engage in workforce planning both at the level of the central HRM body and the budget author-
ity, and at the level of HR departments, professionals and front line managers” (Huerta Melchor 2013, 15). 
Strategic human capital management was identified by the US General Accounting Office (GAO) in 2001 
as a governmentwide high-risk area because many agencies were experiencing “serious human capital 
challenges” and the combined effect of these challenges placed “at risk the ability of agencies to efficiently, 
economically, and effectively accomplish their missions, manage critical programs, and adequately serve the 
American people both now and in the future” (GAO 2001b). Strategic human capital management remains 
“high risk” to this day and is proving difficult to improve upon, with “skills gaps . . . identified in govern-
ment-wide occupations in fields such as science, technology, engineering, mathematics, cybersecurity, and 
acquisitions” and “emerging workforce needs in the wake of the COVID-19 pandemic” (GAO 2021). For this 
reason, simple, timely ways to improve SHRM—such as the approach that we propose—are urgently needed.

Another important obstacle to successful SHRM and fiscal planning highlighted by the existing literature 
is political considerations. Successful SHRM requires support and planning from top management because 
data have to be systematically collected and analyzed over long periods of time. If elected figures are more 
interested in satisfying concerns “here and now” and are unwilling to invest in longer-term HRM and fiscal 
strategies, this can pose a significant challenge. This is especially true in smaller local governments, where 
leadership tends to be more centralized and informal and where, frequently, no separate personnel depart-
ments exist (Choudhury 2007, 265). Thus, local governments appear more susceptible to a lack of long-term 
planning because they are more likely to lack technical know-how or to face direct political pressures (Kong 
2007; Wong 1995). It seems especially important, then, to take into consideration the nature and size of a 
government when examining SHRM (Reitano 2019). As Choudhury (2007, 265) notes, “the conditions of 
effective human resource management at the federal, state, or large urban levels often are not a good fit for 
smaller jurisdictions.” That said, we believe that our approach can cut across different levels and sizes of gov-
ernment because it relies on data that should be widely available to small and large governments alike.

The extant literature has also paid significant attention to what Goodman, French, and Battaglio (2015, 
147) refer to as the “perfect storm” of “human capital crisis that looms for local governments due to the num-
ber of employees who will be eligible for retirement or early retirement in the near future,” which “offers sig-
nificant opportunity for the use of workforce planning to help with forecasting the labor pool and fine tuning 
recruitment efforts.” Such a storm is still brewing in many countries around the world, both at the local and 
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national levels. A significant number of studies explore the issue, which was becoming evident already in 
the early 2000s, with predictions that over 50 percent of US government senior management would retire as 
the baby boomer generation came to retirement age (Dychtwald, Erickson, and Morison 2004; GAO 2001a; 
Jacobson 2010; Kiyonaga 2004; Pynes 2009; Wilkerson 2007). Today, the issue of retirement, and the subse-
quent talent shortage due to a smaller pool of younger public officials available to replace retiring officials, is 
aggravated by significant budget constraints in the public sector. Agencies are “freezing recruitment and not 
replacing employees who retire. The problem is that countries continue cutting budgets without scaling back 
agencies’ and ministries’ missions, compromising the ability to serve the public” (Huerta Melchor 2013, 15). 
This makes SHRM all the more important because governments need to use their available resources as 
wisely as possible to continue to deliver essential services to the public.

Another obstacle to successful SHRM that has been identified by the existing literature is a lack of 
adequate data (Anderson 2004). For example, in the empirical context of Queensland, Australia, Colley 
and Price (2010, 203) argue that there were “inadequate workforce data to support workforce planning and 
thereby identify and mitigate workforce risks.” Several other studies echo the finding that public organi-
zations in many countries find it difficult to obtain an accurate picture of their workforce composition 
(OECD 2007; Pynes 2004; Rogers and Naeve 1989). Colley and Price (2010, 204) note that “there is general 
agreement in the public service HR literature that the ideal is a centralised whole-of-service database to meet 
the common workforce planning needs of agencies. However, establishing such databases is time-consuming 
and costly, which limits its appeal to an incumbent government focused on short term budget and election 
cycles.” Again, then, we see that political short-termism can obstruct successful SHRM before one even con-
siders the lack of technical expertise or time and capacity that HR professionals may suffer (as we saw earlier 
in this section). Our proposed approach speaks to this obstacle to SHRM because it requires only a few basic 
statistics to better leverage HR data.

In addition to the direct challenges of enacting SHRM, SHRM and fiscal planning also interact in import-
ant ways. In order to enact more effective and sustainable fiscal planning, there are numerous ways in which 
the management of government wages can be improved and better take fiscal concerns into consideration. 
For example, the IMF notes that wage bill increases have been shown to be associated with worsening fiscal 
balances: “rather than crowding out other items in the budget, increases in the wage bill have on average 
been associated with increases in other government spending and with a deterioration of the overall balance” 
(Gupta et al. 2016, 14). For this reason, policy makers should be especially wary of increasing the wage bill 
when the budget is tight. Furthermore, if SHRM is not undertaken so as to employ the right type and amount 
of workers, this can have a negative fiscal impact. If there is a wage premium in the public sector, this can 
“increase private production costs, including wage costs, as well as result in additional ‘deadweight losses’ 
associated with distortionary taxation” (15). In fact, wage penalties can also have detrimental fiscal effects 
because difficulty recruiting and retaining qualified workers adversely affects the quality of publicly provided 
goods and services and can also contribute to corruption (Hasnain et al. 2019, 8). For this reason, public sec-
tor salaries should be calibrated to those of the private sector for comparable jobs and adjusted according to 
broader changes in the population, society, and the economy at large (Somani 2021). Indeed, advanced econ-
omies have been found to struggle to adjust employment levels in response to demographic changes—such as 
the decline in school-aged children, which led to an oversupply of teachers (Gupta et al. 2016, 20)—which can 
lead to significant fiscal concerns that could be avoided with a more forward-thinking HRM strategy.

PAYROLL AND HRMIS MICRODATA AND RELATED CHALLENGES

Before delving into what analysis can be done with payroll and HRMIS microdata, it is important to fur-
ther discuss the kind of data we are talking about and the type of variables one can extract from such data 
sources. We describe payroll microdata first, before turning to HRMIS microdata. Payroll microdata are 
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drawn from the administrative data sets that governments use to follow and register the monthly compensa-
tion of civil servants and their underlying items. They usually cover most of the government’s contracts with 
its employees and sometimes contain demographic characteristics of civil servants and their occupational 
information (for example, the department or unit where the civil servant is located, the type of contract, the 
date of their entry in the civil service, etc.). In some contexts, sets of information are collected independently 
by different teams. HRMIS microdata, on the other hand, as anticipated in the introduction, are additional 
data, often collected by recruitment units, that can enrich payroll data with information about employees’ 
gender, education level, and professional sector, for example. To undertake our analyses, we combine these 
two types of microdata.

In table 10.1, we present an example of a hypothetical combined payroll-HRMIS microdata set with the 
main variables (columns) and observations (lines) needed for the type of analysis we propose in this chapter. 
This table represents the minimum data required to undertake the analyses we propose. Each line represents 
an individual and that individual’s respective contract with the government, and each column points to some 
relevant variable for analysis, such as the unit where the civil servant is located, age, gender, date of entry 
in the civil service, type of contract, and so on. An individual might have more than one contract with the 
government: for example, a teacher with two part-time job positions. Ideally, the database should have infor-
mation about the government’s employees for the last 10 years so that one can retrieve variables of interest 
based on historical data (for example, the average number of years of service before retirement).

Ideally, governments should have the aforementioned information for all their public employees read-
ily available, but based on our experience working with several governments from Latin America and the 
 Caribbean (LAC) countries, we know that governments face challenges when it comes to their wage bill 
microdata. These challenges can be organized along two dimensions. First, governments may not be able to 
collect information about all their employees, potentially leading aggregate figures to be wrong or biased. 
This can happen if wage bill microdata collection is not centralized and the information of some units or 
departments is missing in the data. In table 10.1, this would be reflected in fewer observations (lines) in 
the data than in the actual government bureaucracy. A second dimension relates to the number of different 
aspects that are collected to describe the bureaucracy. In table 10.1, these are captured in the number of 
columns in the data set. For example, in a recent analysis undertaken in the context of a project with a LAC 
country, the wage bill data did not have information about when public employees started their careers in the 
civil service, making it difficult to determine how experience in a position, measured by years of service, was 
related to wage levels and, as a consequence, the total cost of hiring a new civil servant for that position. With 
these issues in mind, practitioners should be cautious about what the available wage bill microdata can tell 
them about the current situation of bureaucracy in aggregate terms and about which aspects can be explored 
to provide insights for governments to better manage their SHRM and fiscal planning.

In figure 10.2, we propose a simple wage bill microdata “quality ladder” to help practitioners separate 
good data from bad data. We organize the ladder into five levels, with the first level representing the low-
est-quality microdata and the fifth level the highest-quality microdata. At level 0, there is a missed oppor-
tunity for HRMIS data analysis because the minimum required data are not available (see table 10.1 for 
reference). This is because the information on public employees is scarce, inaccurate, inconsistent, and scat-
tered across government units or career lines, such that almost any indicator or statistic based on such data 
would be wrong or biased. Statistically, it is impossible to draw inferences from incomplete data, especially 
where there are worries that the missingness is correlated with relevant features of the underlying values of 
the variables in the data. To see this, you need only think of some reasons why a government agency would 
not report HR microdata: because they lack the capacity or manpower to do so (in this case, only agencies 
with greater capacity would present their data, offering a skewed vision of the performance of the govern-
ment at large) or because they are not mandated to do so and thus will not spend precious resources report-
ing HR data (again, in this case, drawing inferences from such data would give a misleading impression of 
the government at large because only the agencies with reporting mandates would provide their microdata 
for analysis).
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TABLE 10.1 Example of Payroll + Human Resources Microdata Set Showing Minimum Data Required
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At level 1, some analysis can be performed for the units or careers for which there are data available. 
However, for the reasons outlined above, such analyses must be applied only to the units or career lines 
for which data are available, and careful consideration must be given to why and how the missingness in 
the data is occurring. A good example of this is a situation where the wage bill data gathering is decen-
tralized and some government units collect data while others do not. For instance, if only the education 
and health departments could fill table 10.1 with information about their employees, the analysis should 
be restricted to these units, and the government should start collecting data from other units of the 
government.

At level 2, not only is the basic information shown in table 10.1 readily available, but one is also 
able to connect these data with additional data sources and explore specific features of job contracts. 
Using the above example, this would be the case if the wage bill data for teachers could be connected 
to  students’ performance in standardized tests, allowing for the analysis of teachers’ productivity in the 
public sector.

Level 3 illustrates a situation in which the information outlined in table 10.1 is collected for a large part 
of the bureaucracy in such a way that one can undertake an aggregate analysis of wage bill expenditures 
based on the microdata. In the section “Wage Bill Projections,” we present an example of such an aggregate 
analysis, with a projection of the wage bill for future years based on data from the Brazilian federal govern-
ment. We would like to note that levels 2 and 3 of the quality ladder can be ranked differently depending 
on the objectives of the analyses to be performed. For example, when analyzing the impact or value added 
of teachers on students’ performance, having a productivity measure in the wage bill data for teachers can 
be especially useful. Given the fiscal nature of the analyses undertaken in this chapter, having a wage bill 
data set that allows the analyst to create aggregate figures is particularly important. Because of this, we have 
decided to rank a comprehensive data set for all civil servants without productivity measures above a data set 
with partial productivity measures in our quality ranking.

In level 4, one can not only undertake the analysis described in level 3 but can also merge other 
 available data sources and connect them with the overall fiscal landscape of the government. Building 
on the example in level 2, one could assess both the fiscal impacts and the productivity impacts of add-
ing a pay-for- performance scheme to teachers’ compensation based on the performance of students on 
 standardized tests.

Building an HRMIS that climbs the ladder described in figure 10.2 can be politically costly and requires 
sustained investment in the technical skills that underlie data management. The benefit is the improved 
understanding of the public sector that such an effort provides. The next section outlines the basic analyt-
ics for which such databases provide the foundation. Without the qualities outlined in figure 10.2, these 
 analytics are undermined and can be distortionary. But with a sound foundation of quality and compre-
hensive data collection, these descriptives can support substantial fiscal efficiencies and improved service 
 delivery. In the country cases described in the following section, these investments have paid off many 
times over.

FIGURE 10.2 Human Resources Microdata Quality Ladder

Level 4

Level 3

Level 2

Level 1

Level 0

Level 3+ additional data for all units and career lines

Minimum data required available for all units and career lines

Level 1 + additional data for some units and career lines

Minimum data required available for some units and career lines

Some information available for a group of public employees

Source: Original figure for this publication .



CHAPTER 10: GOVERNMENT ANALYTICS USING HUMAN RESOURCES AND PAYROLL DATA 219

DESCRIPTIVE STATISTICS

In this section, we present descriptive statistics that can help policy makers gain insight into the current 
and future state of their government’s wage bill. Along with each insight, we present examples from wage 
bill analyses that we undertook in different LAC countries. As mentioned before, the data required for these 
analyses should be available to any government that has an HRMIS. That said, we recognize that there are 
sometimes significant challenges to obtaining these data—especially in contexts where these data sets are 
not held centrally—and organizing them in order to undertake these analyses. We posit that there is great 
untapped potential in the payroll and HRMIS data that governments collect and propose a way to start using 
these data lakes, where they exist. Where they do not exist, we recommend starting to centralize HR micro-
data to undertake these types of analyses.

We present our proposed descriptive statistics in three groups. The first provides a general overview of 
the wage bill and HRM systems to give the reader a sense of how HR practices can impact the wage bill. The 
second addresses how these HR microdata can be used to identify inequalities in terms of representation 
within the public sector. Finally, the third proposes a way to address some of these inequalities by adopting 
a forward-looking perspective that applies changes to fiscal policy to avoid such inequalities or inefficiencies 
in the future.

General Overview of the Wage Bill and HRM

We first address how HRM practices can impact the wage bill and offer some examples of the insights that 
can be gained by better exploiting payroll and HRMIS microdata.

Drivers of Payroll Growth

Changes in wage bill expenditures can be attributed to changes in employment levels and changes in the 
average wages of civil servants. A wage bill increase resulting from increased employee hiring is usually 
accompanied by an expansion in the coverage of public services. Wage increases do not have an immedi-
ate impact on the provision of public services, but they may have a medium- and long-term impact on the 
attraction, retention, and motivation of civil servants that could enhance the productivity of the public 
service and lead to better service provision. Figure 10.3 presents a simple way of analyzing what is driving 
wage bill variation. By setting the starting year as a baseline, we can see in this example from the Brazilian 
federal government’s wage bill that most of the increase in wage bill expenditures came from increases 
in civil servants’ compensation. In fact, between 2008 and 2017, spending on Brazilian federal executive 
personnel rose by 2.9 percent per year in real terms. This growth was made up of a 1.8 percent increase in 
average salaries and a 1.2 percent increase in the number of public servants. This kind of figure can also 
be applied to analyze specific sectors and career lines in the government, such as the education sector and, 
within that, teachers. Undertaking a sector- or career-specific analysis is also a way of providing insights 
with partial data, since one should be cautious when making aggregate claims from microdata if not all 
wage bill data are available.

Breakdown of the Wage Bill by Sector

Breaking down the change in overall wage bill expenditures into changes in the number of civil servants 
and in average wages can also lend itself to understanding how civil servants and wage bill expenditures 
are distributed among priority areas. Extending the analysis to the sector level can shed light on the needs 
and targets of the government in areas such as education, health, and security. For example, in the case of 
the Brazilian state of Rio Grande do Norte (see figure 10.4), 86 percent of civil servants are distributed in 
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FIGURE 10.3 Drivers of Wage Bill Variation, Brazilian Federal Government, 2008–18
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FIGURE 10.4 Wage Bill Breakdown, by Sector, Brazilian State of Rio Grande do 
Norte, 2018
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priority areas, while the wage bill expenditures for these same sectors amount to 82 percent of the total wage 
bill spending. In particular, the education sector employs 41 percent of the public servants and accounts for 
34 percent of the total wage bill.

Distribution of Civil Servants by Career-Ladder Level

Progressions and promotions along career ladders are a common path for governments to connect higher 
labor productivity to wage increases. Based on this link between productivity and wages, we can expect that 
a longer tenure in the civil service reflects a knowledge gain that should equip employees with better tools 
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with which to deliver public services. By analyzing how civil servants are distributed along career- ladder 
levels, policy makers can assess whether the ladder structure of civil service careers reflects increases in 
 productivity. Ideally, we should expect to see a smooth distribution of civil servants across the different 
levels. In figure 10.5, we use as an example the career of tax auditors in the Brazilian federal government. 
We can see that more than 80 percent of public employees are in the final step of their careers, which sug-
gests that there may be margin for improving the design of the career structure and the requirements for 
progression or promotion to better reflect labor productivity gains.

Strict Progression Rules and High Turnover of Civil Servants

On the other hand, situations where the rules for career progression and promotion are too strict may lead to 
difficulty retaining public employees, along with their acquired knowledge and expertise. To illustrate such 
a situation, we can examine the case of Uruguay’s central administration, where civil servants are assigned 
to one scale (escalafón) and ministry. As movement across ministries and scales is rare and can only take 
place with special authorization, grade progression is the only career path available for civil servants. As 
a result, this limited room for vertical promotions may end up hindering productivity and motivation, as 
well as increasing turnover. In figure 10.6, we can see the share of employees who were promoted in 2019 
(figure 10.6, panel a), and the turnover of employees (figure 10.6, panel b) by ministry in Uruguay’s central 
administration. Less than 5 percent of employees were promoted to a higher grade in almost all ministries, 
while 7 percent of employees entered the central administration in 2019, and 6 percent exited that same year. 
In some ministries, the exit rate was even higher than the entry rate. This high turnover can be interpreted as 
a sign of the challenges in retaining civil servants. It also represents a hidden cost for the government due to 
the loss of expertise and the cost of training new staff.

Distribution of Pay-for-Performance Allowances

Pay-for-performance is a useful tool to stimulate productivity in the civil service. In theory, it rewards 
high-performing public employees and inspires low performers to perform better. However, there is much 
debate regarding the extent to which performance pay succeeds in improving civil service performance 

FIGURE 10.5 Distribution of Civil Servants, by Career-Ladder Level, Brazilian 
Federal Government, 2018
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(cf. Hasnain, Manning, and Pierskalla 2014). We posit that our approach can help policy makers under-
stand whether pay-for-performance is working in the context in which they work. For example, one prob-
lem arises when all employees receive performance payment. In figure 10.7, using data from the Brazilian 
federal government, we display on the x axis all careers (each vertical line represents a specific career 
track) and on the y axis the percentage of each profession that received a performance bonus. We show 
that in 2017, at least 90 percent of employees received performance-related payment in 164 of the 187 
careers that offered such schemes. This could indicate that the pay-for-performance scheme in question is 
not successful in differentiating between good and bad performers.

FIGURE 10.6 Grade Progressions and Turnover, Uruguay Central Government, 2019
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Inequality in the Public Sector Wage Bill

Having given a general overview of key features of the public service, we turn to the use of HRMIS data to 
understanding inequalities in the public service. Such inequalities may come in different forms and have 
correspondingly different impacts on the efficiency or other qualities of the state.

Representativeness

Many governments strive to recruit officials in a way that ensures the administration as a whole is broadly 
representative of the population it serves: for example, by having personnel from across the country’s regions 
in rough proportion with the distribution of the population across those regions. Normatively, such consid-
erations are important, given that in a democratic setting, bureaucracies should represent the populations 
they serve. Moreover, it has been empirically demonstrated that more representative bureaucracies—depen-
dent on the policy domain—can affect important phenomena such as citizens’ trust in the government and 
willingness to cooperate with the state (see, for example, Riccucci, Van Ryzin, and Lavena 2014; Theobald 
and Haider-Markel 2009; Van Ryzin, Riccucci, and Li 2017). Though there may be good reason for this 
principle not to hold strictly, HRMIS data allow the degree of representativeness of the administration to be 
accurately articulated and to act as the foundation of an evidence-based debate on the matter.

Pay Inequity

Inequality in payments in the public sector can reflect underlying differences in responsibilities or can be 
a sign that inconsistent compensation rules are being applied. For example, we expect the government to 
reward managers and high-performing employees with better compensation than entry-level civil servants, 
but we do not expect it to award significantly different levels of compensation to employees with the same 
attributes, jobs, and tenure, following the generally observed principle of equal pay for equal jobs. In the case 
of the Brazilian federal government tax auditors (see figure 10.8b), we can see that there is huge wage disper-
sion for similar workers. Gross pay can vary fivefold for workers with similar levels of experience, which is 
largely a result of nonperformance-related payments and is not related to base salary.

FIGURE 10.7 Distribution of Pay-for-Performance Allowances, Brazilian Federal 
Government, 2017
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FIGURE 10.8 Measuring Pay Inequity in the Uruguayan and Brazilian Governments

Source: Panel a: World Bank 2021, based on data from the Contaduría General de la Nación, Government of Uruguay, February 2020 . 
Panel b: Original figure for this publication .

Related to this is the need for governments to devise pay schedules that incentivize officials to keep 
exerting effort to rise up the career ladder while also being aware that equity in pay is a key issue for some 
officials’ motivation. To measure inequality due to differences in responsibilities and career level, we can 
analyze the pay scale compression of the government’s units.5 Higher wage compression (a smaller wage 
gap between management level and entry level) is associated with greater difficulty in motivating personnel 
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to progress through the public service because increased responsibility is not adequately compensated. For 
example, in the case of Uruguay (see figure 10.8a), wage compression in the central administration is low by 
international standards but varies greatly across ministries. Having low wage compression by international 
standards is good for equity, but the implications for civil servants’ productivity and motivation are unclear. 
Low pay compression can generate positive attitudes across civil servants if responsibilities are also spread 
accordingly across the civil service, but it might also indicate that the salary structure is not sufficiently able 
to incentivize and reward workers’ efforts or reward workers who have additional responsibilities.

Pay Inequity Based on Increasing Wage Components

A good compensation system should allow the government to select high-quality candidates and offer 
incentives to align each public servant’s interests with those of society. Desirable characteristics of a payment 
system include the ability to link wage gains with skills and performance and the transparency of the wage 
components. Having a large number of salary components can hinder transparency and generate inequali-
ties. For example, in the case of Uruguay’s central administration, there are 297 different salary components, 
of which 53 are “basic” and 244 are “personal.”6 Each entity has some discretion to define the compensation 
its employees receive, thereby reducing transparency and potentially creating payment inequalities. From 
figure 10.9, we can see that this discretion is reflected in the distribution of personal payments (figure 10.9, 
panel b), which, unlike the distribution of basic payments (figure 10.9, panel a), follows a nonstandard 
distribution. The nonstandard distribution of personal payments suggests both a lack of transparency and an 
unequal pay structure, based on the increase of payment line items.

Wage Inequality by Gender

Gender equality is a key indicator of progress toward making the public sector workforce more diverse, rep-
resentative, and innovative, and better able to provide public services that reflect citizens’ needs. According 
to the OECD (2019), women are overrepresented in the public sector workforce of OECD countries.

However, this is not true across the globe; in fact, the Worldwide Bureaucracy Indicators show that pub-
lic sector gender equity is correlated with country income (Mukhtarova, Baig, and Hasnain 2021). Part of the 
issue lies in providing similar levels of compensation for women and men where some systems discriminate 
against women. In some cases, the wage gap can discourage women from entering the civil service or apply-
ing for higher positions in an organization. In this sense, identifying potential gender wage gaps in the public 
sector is important to fostering the diversity of public employees. In figure 10.10, we analyze the gender 
wage gap in Uruguay’s public sector workforce. The results suggest that overall, after controlling for working 
hours, age, type of contract, grade, tenure, and occupation, there is not a statistically significant gender wage 
gap, but this varies across ministries.

While there are many other margins of potential inequality in the service, and between the public service 
and the rest of society, these examples showcase the power of government microdata in identifying the 
extent and distribution of inequities across public administrations.

Fiscal Analysis

Having considered what the wage bill is, how HRM can affect it, and how HR practices can affect the charac-
ter and equity of the bureaucracy, we now turn our attention to how such practices can affect the fiscal health 
of a polity.

Setting compensation schemes, including initial wages and wage increases related to progressions and 
promotions, is a key tool to attract, retain, and motivate civil servants. But it can also be a cause of long-term 
fiscal imbalance because public sector employees usually work for more than 15 years.7 For example, careers 
with high starting salaries may attract qualified candidates, but when combined with slow or small wage 
increases related to progressions, this can lead to demotivated public employees. In such a situation, a reform 
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FIGURE 10.9 Inequity of Pay in Wage Components, Uruguay, 2019
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Source: World Bank 2021, based on data from the Contaduría General de la Nación, Government of Uruguay, February 2020.

that kept starting salary levels high and increased the additional pay related to progressions and promotions 
might cause the wage bill to be fiscally unsustainable. By understanding the fiscal impact of current career 
compensation schemes and potential reforms, policy makers can better manage the public sector’s HR in the 
long term. In figure 10.11, we present examples of how these compensation features can be visualized. In the 
case of the Brazilian state of Mato Grosso (figure 10.11, panel b), we find that for some of the careers, the first 
three progressions more than double public employees’ salaries.

Besides starting salaries and wage increases, another important piece of information for policy makers 
implementing strategic workforce planning is when public officials retire. Getting a clearer picture of when 
public employees retire is of critical importance for strategic workforce planning and fiscal planning. One 
needs to understand who will retire and when in order to plan successfully for incoming cohorts of civil 
servants, both in terms of their numbers and the competencies they will need. When large numbers of public 
servants are all due to retire at the same time, this can offer a window of opportunity for policy reform. For 
example, in the case of the Brazilian federal administration, the World Bank projected, using 2017 data, that 
22 percent of public servants would have retired by 2022 and that 40 percent would have retired by 2030 (see 
figure 10.12). This situation presented an opportunity for administrative reform to restructure career systems 
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FIGURE 10.10 Gender Gap, by Ministry, Government of Uruguay, 2010–20
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and rationalize the number of existing civil servants in order to better plan, both in terms of the workforce 
and in fiscal terms. The use of HR microdata to undertake this analysis helped to inform the debate about 
civil service reform.8

WAGE BILL PROJECTIONS

In this section, we present an HR-microdata-based model on the basis of the building blocks presented 
so far. With information about initial wages, wage increases related to career progressions, and expected 
dates of retirement, policy makers can project the expected fiscal impact of civil service reforms, the 
design of new careers, and fiscal consolidation policies. Using counterfactual scenarios can also help gov-
ernments promote diversity and reduce inequalities in the civil service, fostering policies and services that 
better reflect citizens’ needs.

Payroll and HRMIS microdata represent an important tool for the analysis of HR and fiscal policies. 
They can help policy makers lay out the trade-offs among competing policy objectives. For example, in the 
Brazilian state of Maranhão, the government sought to understand the fiscal impacts of wage increases for 
teachers along with increased recruitment of police personnel. By representing graphically the relevant 
statistics and comparing, first, the decreasing trend of the pupil-per-teacher ratio and its effect on the 
demand for new teachers and, second, levels of violence in the state when compared with its peers and 
the ratio of policemen per inhabitant, decision-makers obtained a more realistic picture of the available 
employment policies. In this section, we use some of the figures from the previous section to lay out the 
building blocks of a policy-oriented model for projecting wage bill expenditures. This model can help 
policy makers make difficult choices more transparent by showing the real costs and benefits of potential 
civil service reforms.

In practice, this is how we make the projections. First, we set up the HR microdata in a structure 
similar to the one described in the section “Payroll and HRMIS Microdata and Related Challenges” 
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FIGURE 10.11 Career Types and Wages, by Career Group, Brazil

24.1
20.7

17.6
15.2

13.4
11.2
11.1

10.3
9.0

8.5
8.0

7.8
6.9

6.5
4.8

0 5 10 15 20 25

R$, thousands (December 2018 price level)

Ministry of Justice
Planning and management

Control
Diplomacy

Regulatory agencies
Autonomous agencies and units

Police
Higher education professor

Elementary teacher
Physician (university)

Technical careers
Others

Defense (civil)
Clerical careers

Clerical (university)

Ca
re

er
 g

ro
up

s

a. Starting wage by group of careers, Brazilian federal government

First Second Third

Progressions (%)

95 30 5
48 35 35

42 32 34
42 32 34

30 33 40
35 35 31
35 35 31

56 18 24
56 18 24

25 30 40
46 20 27

27 28 30
20 25 0

30 4 5
13 22 0
11 11 11

0 50 100 150

Higher education professor
Prison guard

Police investigator
Police o�cer

Technical level (social development)
Analyst (social development)

Administrative analyst
Permanent teacher

Support sta� (education)
Technical level (health)
Superior level (health)
Environmental analyst

Temporary teacher
Support sta� (education)

Police soldier
Police chief

Ca
re

er
 g

ro
up

s

b. Wage increases related to progressions and promotions,
Mato Grosso state government, Brazil

Source: Original figure for this publication .

and reported in table 10.1. Ideally, the database should contain payroll and HR information for the last 
10 years. If monthly data are not available, it is possible to use a representative month of the year.9 The 
wage bill data from previous years are then used to estimate some of the parameters of the model, and the 
most recent month or year data are used as a starting point for the projections.

Second, with the microdata set up, we group civil servants according to similarities in job position 
or common legal framework. The inputs of the government’s HR managers are critical to this first part 
of the model because the number of groups set should both reflect the bulk of civil service careers and 
allow for more fine-grained policy options. In this sense, there is no “magic number” of groups; the 
number is based on context. In practice, we tend to cluster civil servants in a range of 5–20 groups. 



CHAPTER 10: GOVERNMENT ANALYTICS USING HUMAN RESOURCES AND PAYROLL DATA 229

For example, in the case of some Brazilian states, we defined seven main groups: teachers, military 
police, investigative police, physicians, education support staff, health support staff, and others. These 
groups were defined to reflect the main public services Brazilian states are responsible for: public 
security, secondary education, and mid- to high-complexity health care. In another example, for the 
Brazilian federal government, we defined 15 career groups, which included university professors 
because Brazilian public universities are mostly federal.

Third, after setting the clusters of careers, we estimate some basic parameters for these groups 
using the microdata from previous years: the number of retirees by year for the following years, average 
tenure when retiring, initial wages, years between progressions or promotions, real increases in salaries 
related to progression or promotion legislation, real increases in salaries not related to progression or 
promotion legislation, and the attrition rate, which is the ratio of new hires to leavers. Some of these 
parameters were shown in the previous section. For example, figure 10.12 shows estimates for the num-
ber of retirees by year for the Brazilian federal government with data from 2008 to 2018.

Fourth, we use the most recent month of the wage bill database and our estimated parameters to track 
the career path of current employees until their retirement and of the new civil servants who will replace 
retiring civil servants. Because of the fiscal nature of the model, the wage bill estimates tend to be less accu-
rate for long-term projections. Based on experiences with LAC governments, we recommend using at most 
a 10-year span for projections. Using the estimated parameters, we come up with a baseline projection: the 
trajectory of wage bill expenditures assuming “business as usual,” as extrapolated from the data on past years. 
In other words, we project the expected wage bill spending if we assume the same wage increases as in past 
years, the same expected tenure before retirement, and the same replacement rate of new civil servants per 
retiring employee.

Finally, after making a baseline projection of the wage bill, we are able to simulate reforms that 
implement changes to the estimated parameters. For example, if the government wants to analyze 
the fiscal impacts of a reform that increases the recruitment of teachers, we simply change the rate 
of replacement of the career group of teachers. In another example, if the government wants to con-
solidate wage bill expenditures by freezing wages for the next two years, we change the parameter for 
salary increases that are not related to progressions or promotions. The list of potential policy scenarios 
includes hiring freezes or targeted pay increases for specific classes of employees. The model is meant 
to be flexible to adapt to the government’s needs so policy makers can test different reform options and 
hypotheses.

FIGURE 10.12 Retirement Projections, Brazilian Federal Government, 2019–54
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Example from the Brazilian Federal Government

To exemplify the use of the model, in this section, we present wage bill projections for the Brazilian federal 
government for the period 2019–30, which were undertaken using HR microdata from 2008 to 2018. For 
example, figures 10.11, panel a and 10.12 in the previous section are graphical representations of the start-
ing wages and the number of retirees by year, respectively. Figure 10.13 presents the baseline projection of 
the wage bill, and figure 10.14 provides a decomposition of the wage bill projection across current and new 
employees. Brazil is something of an outlier among LAC countries in that it has very high-quality adminis-
trative data, making it a good example of the more advanced types of analyses one can undertake with HR 
microdata once a comprehensive, centralized data collection system has been put in place.

FIGURE 10.13 Baseline Wage Bill Projection, Brazilian Federal Government, 2008–30
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FIGURE 10.14 Decomposition of Wage Bill Projection between Current and New 
Employees, Brazilian Federal Government, 2018–30
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After projecting a baseline scenario for wage bill expenditures in the coming decade, we are able to com-
pare it to different policy scenarios. To better organize reform options, we can separate them into pay-related 
and employment-related reforms. In the context of Brazil, the federal government’s main objective was to 
simulate reforms that could lead to fiscal savings. We presented nine policy options, two of them related to 
employment reforms and the other seven related to pay policies. Based on these specific policies, we pro-
jected the following scenarios, each with a set of pay-related and employment-related policies:

 ● Scenario A: Replacement of 100 percent of retiring employees and no real salary increases for 10 years.

 ● Scenario B: Replacement of 90 percent of retiring employees and no nominal salary increases for the first 
three years.

 ● Scenario C: Replacement of 80 percent of retiring employees and no nominal salary increases for the first 
three years, and after that, no real salary increases for the next seven years.

Figure 10.15 provides a graphical presentation of the baseline projection along with the three outlined 
reform scenarios. In scenario A, a policy of no real wage increases is implemented starting in 2019. Since the 
y axis measures wage bill expenditures in real prices for 2017, the policy of correcting salaries only for infla-
tion leads to an almost steady line in the chart. Scenarios B and C implement tighter policies, with a nominal 
freeze in salaries for the first three years starting in 2019, along with fewer hires of new employees to replace 
retiring civil servants. The bulk of the difference in savings between scenarios B and C comes from the years 
after 2022, in which scenario B returns to the baseline wage bill expenditures, while in scenario C, salaries 
are corrected for inflation.

To put these different scenarios in perspective and compare their effectiveness in providing fiscal 
savings, we show in figure 10.16 the fiscal savings accumulated throughout the years in each reform 
scenario. In 2018, wage bill expenditures in the Brazilian federal civil service amounted to a total of 
R$131  billion. The projections of the model used in this analysis indicate that in 2026, scenario A saves 
 approximately 12 percent of the 2018 wage bill expenditures, scenario B saves 19 percent, and scenario C 
saves 24  percent. Besides these differences in total savings, in scenarios B and C, the government achieves 
larger savings in the short term while compensating with smaller savings after a few years, whereas, in 
scenario A, the total savings are spread out over the years.

FIGURE 10.15 Wage Bill Projection and Policy Scenarios, Brazil, 2008–30
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Experimenting with combinations of policies before implementation to understand their fiscal impact 
has the potential to save a significant proportion of a government’s wage bill. Similarly, such extrapolations 
can be extended to the descriptive analysis outlined in previous sections so governments can better under-
stand how personnel policy reform will impact the character of the public service. With enough good- 
quality data, governments can leverage their SHRM and wage bill data for evidence-based planning of their 
fiscal expenditures and personnel dynamics into the future.

CONCLUSION

We have presented a microdata-based approach for governments to improve their SHRM and develop real-
istic civil service compensation and employment strategies. We have also demonstrated how such strategies 
can allow policy makers to make better fiscal choices. We have used a series of examples from LAC countries 
to demonstrate how the use of relatively basic payroll and HRMIS statistics can help policy makers gain 
insight into the current and future state of their government’s wage bill. We posit that this constitutes an 
important first step toward tapping the potential of existing bodies of payroll and HRMIS microdata that 
are currently underused. We believe that our approach can help policy makers make difficult decisions by 
breaking down the causes of problems and putting numbers to the ways in which certain policy choices will 
translate into longer-term consequences. On the basis of our experience using HR microdata for such analy-
ses, we have a series of practical recommendations to make.

The first recommendation pertains to the collection of the data required to undertake the analyses we pro-
pose. Although, in theory, any government with an HRMIS should have access to these data, we know from our 
experience working with governments that extracting and cleaning these data can be a difficult task. As such, 
we recommend that where possible, governments centralize their HR data collection systems and render these 
data accessible to insights teams. If such data do not exist, even in a disparate fashion, we strongly advise gov-
ernments to begin collecting, in a centralized manner, payroll and HRMIS microdata. If governments are able 

FIGURE 10.16 Cumulative Fiscal Savings from Policy Scenarios, Brazil, 2019–30

0

5

10

15

20

25

30

35

40

R$
, b

illi
on

s 
(2

01
7 

pr
ic

e 
le

ve
ls)

2019
2020

2021
2022

2023
2024

2025
2026

2027
2028

2029
2030

Scenario A Scenario B Scenario C

Source: Original figure for this publication based on Brazilian government data from 2019 .



CHAPTER 10: GOVERNMENT ANALYTICS USING HUMAN RESOURCES AND PAYROLL DATA 233

to break down existing inter- and intradepartmental data silos and embed data analytics into their institutional 
culture, they stand to gain a much clearer idea of—among many other phenomena—the composition of their 
workforce, how to use their workforce more effectively, and how to plan, budget, and staff for future challenges. 
This is a central recommendation from our experience working with these microdata. As we laid out above, the 
quality and coverage of the data at one’s disposal affect the usefulness of the analyses one can undertake and, 
consequently, the power of the insights one can gain.

The second recommendation is that the analysis of HR data be better integrated with fiscal planning. 
Our approach can both complement and help to bridge functional reviews and macroanalyses and, for this 
reason, can reconcile the fiscally oriented nature of macroanalyses with the detail of functional reviews. For 
this to be effective, however, governments must encourage civil servants from the treasury and HR depart-
ment(s) to collaborate more closely. This could be achieved by allocating dedicated portions of civil servant 
workload (from both the treasury and the HR department) to the task of sharing and analyzing data in 
collaboration, or by creating dedicated interdepartmental roles to push forward and undertake the collection 
and analysis of HR microdata for SHRM. By better integrating HR data and wage bill planning, policy mak-
ers can also improve the services that are delivered to citizens. In the example we mentioned in the intro-
duction, policy makers in Alagoas incorporated demographic changes into their projections of how many 
teachers to hire (given the falling pupil-per-teacher ratio caused by lower fertility rates) and were thereby 
able to identify an area in which they could achieve substantial savings and better target their HR strategy to 
hire different categories of civil servants that were not oversupplied. In this way, the state was able to provide 
better-quality services to its citizens by hiring civil servants in areas where greater personnel were needed, 
rather than in the education sector, where there was an excess of teachers.

The third recommendation relates to how political considerations can impede the implementation of 
successful SHRM and fiscal planning. We recommend that governments, in addition to centralizing HR data 
collection systems, seek to insulate certain aspects of planning offices’ work from the ebb and flow of politics. 
This could go hand-in-hand with our second recommendation, to carve out explicit portfolios or roles dedi-
cated to collecting and analyzing HR microdata, by ensuring that this work is undertaken by public servants 
reporting to an independent agency rather than to a minister.

All three recommendations pertain to how governments can better institutionalize SHRM and improve 
their analytical capabilities with data that should be relatively easy to collect and use. By developing a culture 
of centralizing and sharing such data—always anonymized, stored, and shared with full respect for employ-
ees’ privacy and rights—governments can improve their ability to identify and resolve issues pertaining to 
the workforce and fiscal planning alike, as we have laid out. Moreover, such analyses are simple to undertake, 
meaning that governments can leverage these data through existing staff with even minimal data literacy, 
without hiring a significant number of data specialists. We hope we have illustrated the benefits of combin-
ing HRMIS and payroll data to inform SHRM and fiscal planning and that we have inspired practitioners to 
exploit these data’s potential for more and better evidence-based policy making.

NOTES

 This chapter is based on technical support provided to several governments across Latin America. The team was led by 
Daniel Ortega Nieto. Our thanks go to Vivian Amorim, Paulo Antonacci, Francisco Lima Filho, Sara Brolhato de Oliveira, 
Alison Farias, and Raphael Bruce for their part in the work presented here. The findings, interpretations, and conclusions 
expressed in this chapter are entirely those of the authors. 

1. The IMF, in fact, estimates that over 130 countries report comprehensive government finance statistics and that, on average, 
countries have about 25 years of data at their disposal (Gupta et al. 2016, 11).

2. Some governments also gather and record data on pensioners and survivors. Having this additional data can be useful, 
especially to improve the government’s understanding of retirees’ profiles and the overall fiscal impact of pensions. Given 
that this subject opens a whole set of new analyses, however, we do not comprehensively discuss the use of pension data in 
this chapter.
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3. The studies that exist are limited analyses looking at very specific issues, often from the health care sector, with the notable 
exception of Colley and Price (2010), who examine the case of the Queensland public service.

4. Of the HRM professionals they surveyed, 47 percent reported engaging in little or no work-force planning for their mu-
nicipalities, and only 11 percent reported that their municipalities had a centralized, formal workforce plan (Goodman, 
French, and Battaglio 2015, 148).

5. Wage compression is generally defined as the ratio between high earners and low earners in a specific organization. In this 
chapter, we define wage compression as the ratio between the 90th percentile and the 10th percentile of the wage distribu-
tion of the organization.

6. The salary structure in the public administration consists of multiple salary components, grouped into “basic” and “person-
al” components. Basic payments are determined based on the specific position (plaza), which represents the set of tasks, 
 responsibilities, and working conditions associated with each civil servant, including sueldos al grado and compensaciones 
al cargo. All civil servants also receive personal payments, which are specific to each individual employee.

7. For example, a Brazilian federal government employee works for an average of 30 years before retiring.
8. See “Banco Mundial aponta urgˆencia de uma reforma administrativa,” Valor Econômico, October 10, 2019, https://valor 

.globo.com/brasil/noticia/2019/10/10/banco-mundial-aponta-urgencia-de-uma-reforma-administrativa.ghtml.
9. The “representative month” should allow for the extrapolation of monthly wage bill expenditures and the number of civil 

servants for the whole year.
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CHAPTER 11

Government Analytics 
Using Expenditure Data
Moritz Piatti-Fünfkirchen, James Brumby, and Ali Hashim

SUMMARY

Government expenditure data hold enormous potential to inform policy around the functioning of public 
administration . Their appropriate use for government analytics can help strengthen the accountabil-
ity, effectiveness, efficiency, and quality of public spending . This chapter reviews where expenditure 
data come from, how they should be defined, and what attributes make for good-quality expenditure 
data . The chapter offers policy makers an approach to reviewing the adequacy and use of government 
expenditure data as a means to strengthen the effectiveness of government analytics that builds on 
these data . Case studies are used to illustrate how this can be done .

ANALYTICS IN PRACTICE

 ● Be clear about how expenditure is defined. Expenditure is a term that is often interpreted and used 
loosely. This can lead to confusion and misunderstandings in analytical assessments. The literature 
around public expenditure data is clear on a series of standard definitions and offers guidance as to their 
application. It is recommended to take advantage of this, where feasible, and to minimize the ambiguous 
use of terms, to the extent possible.

 ● Understand and document the origins of government expenditure data. Government expenditure data 
have enormous potential to inform the accountability, efficiency, impact, and equity of operations. It 
is important to understand and document how transactions across spending items in government are 
created, what control protocols they are subject to, how this information is stored, and how microdata 
are aggregated for analysis.

 ● Do not take data at face value. The usefulness of analysis from government expenditure data hinges upon 
the quality of the underlying microdata. It is recommended that the origins of government expenditure 
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microdata be periodically reviewed for data provenance and integrity, comprehensiveness, usefulness, 
consistency, and stability. It is recommended that such work be publicly disclosed, to the extent possible. 
This can be used as a baseline upon which a reform program can be built to address deficiencies. 

 ● Take a microdata-driven approach to expenditure analysis. An analysis of microlevel expenditure data 
can offer data-driven and objective insights into expenditure management practices and the impacts 
of expenditure policy. From this analysis, a government expenditure profile can be derived, which 
shows where large transactions with high fiduciary risks are taking place, how these compare to low-
value transactions at points of service delivery, and where expenditure policy intentions are not being 
 converted into the desired impact. Such analysis can offer operational insights for better expenditure 
management that serves expenditure control and service delivery objectives.

INTRODUCTION

Public resources are scarce. Increasingly, competing demands on the public purse make prudent and  evidence-
based expenditure decisions ever more important. This requires, among other things, accurate and timely 
government expenditure data. Government expenditure data are central to the social contract between society 
and elected officials. They provide an important basis for accountability, insights into whether resources are 
being used for budgeted priorities, and assessments of whether spending is sustainable and equitable. 

Expenditure data are central to assessing the fiscal health of a country (Burnside 2004, 2005) and 
necessary for debt sustainability analyses (Baldacci and Fletcher 2004; Di Bella 2008). These are core 
elements of government operations and often accompany World Bank Public Expenditure Reviews (PERs) 
or International Monetary Fund (IMF) Article IV reports. A government’s commitment to deficit targets 
can, for example, be measured by identifying whether large expenditure items in the budget are subject to 
necessary internal controls (Piatti, Hashim, and Wescott 2017).1

Expenditure data can be used to assess whether spending is effective and efficient. They thus provide 
information about the functioning of public administration. Such assessments can be made at the very 
 granular level of a department, unit, or even project. For example, budget data might indicate that a 
construction project is not disbursing as quickly as projected, limiting its progress. This is indicative of 
potential problems in expenditure management. Such analysis of government expenditure data is used by the 
executive branch, audit institutions, the legislative branch, and civil society to offer insights into the quality 
of the administration.

To get to the stage where expenditure data can effectively inform the functioning of government, a sim-
plified, three-step logframe indicates two preparatory stages (see the figure 11.1; a detailed exposition of the 
stages in the creation of expenditure data is provided in appendix C). First, there needs to be clarity about 
what government spending means, who it involves, and what it covers. Second, there is the question of how 
spending is executed (for example, what controls it is subject to), where data are stored, how comprehensive 
they are, and what the quality of the data is. Third, high-quality expenditure data with high coverage can 
lend themselves to analyses that inform the effectiveness of government.

This logframe illustrates that the value of any analysis is a function of the quality of the underlying 
expenditure data. It is therefore important for practitioners to reflect carefully on how government 
expenditures are defined and where they come from and to critically assess the quality of 
government expenditure microdata (or transactions data). While there is a lot of guidance on how to analyze 
government expenditure data (step 3 in figure 11.1), the literature is relatively silent on how to assess the 
quality of expenditure data, as well as on how poor data may affect the validity of the conclusions drawn 
from such analyses (step 2). Despite clear guidance on definitions and coverage (step 1), the term government 
expenditure continues to be used to imply a multitude of different concepts that are frequently not well 
communicated, leading to confusion among analysts.
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This chapter walks through each of these steps as follows. It starts by discussing issues related to defining 
government expenditure data (step 1). It then reviews the attributes of good government expenditure data 
and makes observations about how data can be strengthened and made more reliable and useful for analy-
sis. The chapter highlights the importance of data provenance and integrity, comprehensiveness, usefulness, 
consistency, and stability as critical attributes (step 2). Examples of how to pursue these characteristics are 
provided and illustrated through case studies. These case studies indicate that deficiencies in any of these 
characteristics constitute a risk to the ability of analysts to use these data to inform an understanding of 
government functioning (step 3).

WHAT ARE GOVERNMENT EXPENDITURE DATA?

Despite the centrality of government expenditure, definitional issues remain. The term government 
expenditure is often used with liberty among practitioners and analysts. For example, budget, 
commitment, and expenditure data are sometimes used interchangeably. Further, there is often 
insufficient differentiation between cash and accrual concepts. Suffice it to say, it is important to be clear 
and precise when using the term expenditure to allow for an effective dialogue and comparability over 
time and across countries. 

Expenditure is defined by the Organisation for Economic Co-operation and Development (OECD) 
as “the cost of goods and services acquired, regardless of the timing of related payments.” Expenditures 
are, therefore, different from cash payments. Instead, “expenditures on goods and services occur at the 
times when buyers incur liabilities to sellers, i.e. when either (a) the ownership of the goods and services 
 concerned is transferred from the seller to the new owner; or (b) when delivery of the goods and services is 
completed to the satisfaction of the consumer.” Conversely, the term expense “defines the set of transaction 
flows that reduce net worth over the accounting period” (Allen and Tommasi 2001, 452). This distinction 
reveals that while an expenditure may result in the acquisition of a capital item, an expense will apply to the 
use (depreciation) or care (maintenance) of the item.

FIGURE 11.1 Use of Government Expenditure Data for Government Analytics 
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Source: Original figure for this publication .
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Governments spend money as a result of a series of economic relationships. The main ones are as follows:

 ● To pay wages, salaries, and other emoluments for labor

 ● To purchase goods and services that are then used in the production of government outputs

 ● To purchase assets

 ● To transfer resources (unrequited) to other levels of government, households, or firms

 ● To meet the cost of servicing debts

 ● For various other purposes, such as meeting legal claims.

Expenses can be incurred for events that do not involve a same-time transaction—for instance, changes 
in the estimate of unfunded liabilities associated with government pensions or the impairment of an asset 
through its use (depreciation). The distinction considers an expenditure to acquire goods, with the expense 
occurring when the goods are used.

All expenditure transactions that are routed through a financial management information system (FMIS) 
are reflected in the government’s accounts, or general ledger, without exception, providing a comprehensive 
data source for analysis. Each transaction originates from a spending unit within the government, ensuring 
that each transaction can be mapped to a particular office. Because these transactions must be executed against 
the index of allowed payments agreed upon in the budget, or chart of accounts (COA), and must specify the 
amount, the details of the payee (including the recipient’s account number and the time of the transaction) are 
a natural component of expenditure data. Depending on the level of detail of the COA, the transaction may 
capture the source of funds, the organizational code, the purpose of the expenditure (economic classification 
or line item), the jurisdiction in which the transaction happened, and the program or subprogram it related to. 
The format that the data structure of financial transactions in an FMIS typically takes is given in table 11.1.

Transactions may also be processed manually, outside the FMIS, and then posted manually to the general 
ledger. These transactions are thus not automatically subject to the same set of FMIS internal controls, and 
the same level of transaction detail may not be available. Furthermore, these transactions may be aggregated 
and posted in bulk, making the desired analysis of microdata difficult.

ATTRIBUTES OF GOOD-QUALITY EXPENDITURE DATA

Understanding definitional nuances and assessing the quality and credibility of the underlying microdata 
both benefit from an understanding of the government information system’s architecture. There are multi-
ple functions, processes, agencies, and associated systems at play. These include processes and systems for 

TABLE 11.1 Example of Expenditure Data, by Transactions

Transaction ID
Time stamp 

(date)

Chart of accounts segment

Amount

Payee (and 
account 
number)

Source of 
funds

Organization 
code

Purpose 
code (line 

item)
Location 

code

Program/
subprogram 

code

Transaction 1

Transaction 2

…

Transaction n

Source: Hashim et al . 2019 .
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macroeconomic forecasting; budget preparation systems; treasury systems; establishment control, payroll, 
and pension systems; tax and customs systems; debt management systems; and auditing systems. Together, 
these systems represent the information architecture for government fiscal management, underpinning gov-
ernment expenditure management, and are the basis for government expenditure data. A detailed account 
of these systems is provided by Allen and Tommasi (2001), Hashim (2014), and Schiavo-Campo (2017). 
Carefully designed, functional processes supported by adequate systems, and the good utilization of those 
systems, will yield good-quality government expenditure data that can be analyzed to inform policy. Weak-
nesses in any one of these processes, by contrast, will undermine the quality of expenditure data.

Spending, and the production of expenditure data, follows a process. Once the budget is authorized and 
apportioned to spending units, commitments can be made. The receipt of goods or services then needs to be 
verified before a payment order can be initiated. Bills are paid upon the receipt of the payment order. This 
is then accounted for against the full COA and provides the basis for expenditure data (figure 11.2). A full 
account of these processes, including differentiation by colonial history, is offered by Potter and Diamond 
(1999) and Shah (2007). Further details are provided in appendix C.

There are numerous agencies and processes involved in the production of government expenditure data. 
The quality and credibility of these data depend on how well the data production process is implemented 
across these agencies and processes. This chapter identifies five principles in the data production process that 
can help assess the adequacy of the data for further analysis. Each adds to the likelihood that expenditure 
is reliable. Unlike personnel data, discussed in chapter 10 of this Handbook, it is more difficult to present a 
“ladder” of quality for expenditure data. These five principles interact to determine the utility of the result-
ing data. For example, an incomplete data set that focuses on the 50 percent largest expenditure items is 
likely to cover a substantial portion of total expenditure. These principles should be seen as underpinning a 
high-quality expenditure-data-generating system, and what will yield the greatest improvement in overall 
quality will be specific to contexts and almost to data points.

Data Provenance and Integrity

Expenditure data are useful for analysis if there is confidence in their integrity. Data provenance—the 
 documentation of where data come from and the processes by which they were produced—is necessary to 
have this confidence. There should be a clear sense of what systems data have come from, who was involved 
in the production of the data, and where the data are stored. Internal controls for systems should ensure 
data provenance and integrity. If systems are used, controls are applied, and data are immutable (or there is a 
clear trail in any changes), there can be confidence in data integrity. The use of an FMIS, for example, should 
guarantee data provenance and integrity—if transactions were executed through the system and, therefore, 
were subject to FMIS internal controls.

If expenditures are not routed through the dedicated government system, data provenance and integ-
rity are more difficult to guarantee (Chami, Espinoza, and Montiel 2021; Milante and Woolcock 2021). 

FIGURE 11.2 Stages in the Execution Process That Create Government 
Expenditure Data
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Sources: Adapted from Potter and Diamond 1999; Shah 2007 .
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As evidenced in the literature, in many lower- and middle-income countries, such as Ghana, Pakistan, 
and Zambia, FMIS coverage remains limited (European Commission and IEG 2017; Hashim, Farooq, and 
Piatti-Fünfkirchen 2020; Hashim and Piatti-Fünfkirchen 2018; Piatti-Fünfkrichen 2016). In some instances, 
it may be for good reason that systems are not used. There may, for example, be information and communi-
cation technology limitations, a lack of access to banking services, or human capacity constraints in remote 
areas. In other instances, not using systems may be a purposeful choice to avoid said controls and, thus, clear 
data provenance. In either case, transactions posted manually to the general ledger are more susceptible to 
manipulation. In these cases, confidence that the reported expenditure reflects actual spending is likely to 
require a costly ex post audit. An example of how FMIS utilization helped resolve a major corruption episode 
in Malawi is illustrated in box 11.1.

Mixing good-quality data with questionable data calls into question the credibility of the entire data set 
because the provenance is not accurately tracked for each and every transaction. It is therefore important to 
understand which transactions were processed by the FMIS and where transactions that were not processed by 
the FMIS come from, as well as whether their integrity can be assured (Hashim and Piatti-Fünfkirchen 2018).

Comprehensiveness

Comprehensiveness is defined with respect to the reporting entity. If the desire is to review expenditure 
performance across the entire government sector, then this requires data to be comprehensive across levels 
of government, sources, and, preferably, time. Data comprehensiveness is complicated by mismatches 
between the institutional setup of a government (consolidated fund or public account) and the definition of 
 government, which may include bodies that are outside the consolidated fund or a jurisdictional structure 
that clearly separates the levels of government, as is the case with federations. What is important for the 

BOX 11.1 How Utilization of a Financial Management Information 
System in Malawi Supported Data Provenance and Helped Resolve a 
Major Corruption Episode

Adequate utilization of the financial management information system (FMIS) in Malawi helped ensure 
that most spending was transacted through the system and that expenditure data were recorded and 
stored on the general ledger . During a major corruption episode, data provenance—ensured through 
the FMIS—enabled the tracing of the transactions and events (Baker Tilly Business Services Limited 
2014; Bridges and Woolcock 2017; Hashim and Piatti-Fünfkirchen 2018; World Bank 2016a) .a This, 
consequently, allowed authorities to follow up, identify collusion, and prosecute . In an environment 
where transactions are posted manually, it is easier to tamper with records, which undermines the 
integrity of the data and, thereby, the ability of authorities to ensure accountability . The increasing pen-
etration of banking innovations, such as mobile money or smart cards, offers governments the ability 
to make electronic transfers or payments even in remote areas (where access to conventional banking 
services is unavailable), which leave a digital footprint . Even if the FMIS does not execute the transac-
tion, posting these onto the ledger would strengthen data provenance, transparency, and accountability 
(Piatti-Fünfkirchen, Hashim, and Farooq 2019) . This practice has been widely applied for cash transfers 
in some countries, such as Kenya, Rwanda, Uganda, and Zambia .

a . There was a misconception that the FMIS was at fault for not preventing the misappropriation of funds . Collusion 
among main stakeholders was a human, not a system, error . The FMIS should be credited with ensuring data prove-
nance and supporting prosecution in due course (World Bank 2016a) .
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integrity of the analysis is that the comprehensiveness of the reporting entity can be established. If transac-
tion coverage for a reporting entity is not comprehensive, the findings will reflect this and may fall short of 
their intended purpose. 

Guidance on how the public sector is defined is available in the IMF’s Government Finance Statistics 
Manual (IMF 2014) and in the Handbook of International Public Sector Accounting Pronouncements (IFAC 
2022). However, the application of this guidance can vary across countries and institutions, making mean-
ingful cross-country comparisons for reporting purposes difficult (Barton 2011; Challen and Jeffery 2003; 
Chan 2006). In some cases, the public sector may be narrowly defined, with asymmetrical representation of 
the general government and public corporations. Reporting on the public sector may be partial—even at the 
aggregate level—in sensitive sectors, such as defense, the police force, or space programs, or it may be partial 
due to the funding source. The budget sector (and within it, the various forms of annual and standing appro-
priations), the public account, the general government sector, and the broader public sector may all justifi-
ably be the entity of interest for some analyses; what is important is to understand why a given entity is the 
entity in question and what activity it excludes relative to a more relevant entity. For example, when seeking 
to communicate restraint, a central government may highlight its total spending, including transfers to lower 
levels of government, whereas a subnational government may wish to distinguish the central government’s 
spending for its own purposes and programs from the funds it transfers to lower levels of government. This 
distinction may reveal that a large portion of the central government’s “restraint” comes from cuts to others’ 
programs rather than restraint in the delivery of the central government’s own work.

The comprehensiveness of spending can suffer from a lack of transparency on debt. As countries are 
increasingly indebted, this factor becomes increasingly important. Drawing from new databases and surveys, 
Rivetti (2021) finds that nearly 40 percent of low-income developing countries (LIDCs) have never published 
debt data on their websites or have not updated their data in the past two years. When debt data are available, 
they tend to be limited to central government loans and securities, excluding other public sector components 
and debt instruments. For some LIDCs, debt data disclosed across various sources show variations equiva-
lent to as much as 30 percent of a country’s gross domestic product—often because of differing definitions 
and standards and recording errors. Data in the debt management system should comprehensively reflect 
all loans and liabilities and actual debt servicing requirements. Actual spending should be comprehensively 
reflected in the FMIS. Even here, it is important that expenditure controls apply in order to avoid expensive 
short-term borrowing that has not been budgeted for (Hashim and Piatti-Fünfkirchen 2018).

Comprehensiveness is equally important for sector expenditure analysis. Health spending, for example, 
is frequently benchmarked against the Abuja Declaration target of 15 percent of the government budget 
(African Union 2001). However, how well one can proxy this indicator depends on a country’s ability to 
credibly populate the numerator (health spending) and the denominator (general government spending), 
and the literature has shown this to be difficult (Piatti-Fünfkirchen, Lindelow, and Yoo 2018). Estimating 
health spending typically goes beyond just one reporting entity. Thus, reporting comprehensively on all 
health spending, including relevant off-budgetary funds, the use of internally generated funds (for example, 
user fees), development partners (Piatti-Funfkirchen, Hashim, et al. 2021), and the use of tax expenditures 
(Lowry 2016) becomes important in a consideration of the resources dedicated to the sector.2 Estimating the 
comprehensiveness of the denominator, then, is complicated by all the factors outlined above.

Comprehensiveness also requires comprehensive reporting over time. A timing mismatch between 
receiving a good or service and the payment of cash can lead to the creation of payment arrears—a liability 
that is past due. Accurate reporting on such arrears is important for comprehensiveness. The 2020 Public 
Expenditure and Financial Accountability (PEFA) global report notes that countries’ stock of expenditure 
arrears was around 10 percent of total expenditure, well above the 2 percent considered good practice (PEFA 
2020).3 If these are not adequately reported, any expenditure analysis will be inaccurate. The PEFA indicator 
for expenditure arrears (PI-22) is, however, one of the poorest-rated indicators in the framework (PEFA 
2022). This is despite the fact that adequate expenditure controls tend to be in place, suggesting that these are 
frequently bypassed, leading to the aforementioned data provenance and integrity concerns.
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Finally, many aspects of government expenditure are driven by trends that extend beyond the annual 
time cycle that generally applies to budgets. For example, changing demographics mean that societal needs 
for services such as education and health care change over time. Similarly, differences in timing between the 
creation of an obligation (such as a pension) and the payment of that obligation mean that it is important 
to consider the multiannual nature of spending to get a more complete picture. Spending (or not spending) 
today may create important obligations over time. Consumption- and investment-related spending are fun-
damentally different and need to be recognized as such. Yet annual expenditure reporting requirements tend 
to take a short-term perspective regardless of the nature of spending. Further, what is captured as expendi-
ture may be influenced by what is not captured, which may nevertheless impact what is left to be performed 
by functions requiring expenditure—for example, regulation and its associated compliance and tax expendi-
tures. If wider resource use is a concern, rather than narrow expenditure, then the analytical net should also 
be cast much wider (see, for example, the methods in Stokey and Zeckhauser [1978]).

Usefulness

In order to analyze and interpret findings in a way that meaningfully informs government administration, 
government budget data also need to be structured in a meaningful way. Budget and expenditure data are 
generally presented by administrative, economic, programmatic, and functional segments (see table 11.1). 
The purpose of the administrative segment is clear: it allows the government to allocate, monitor, and 
hold to account spending within its administrative structures. The purpose of the economic classification 
is also clear. It classifies the expenditure according to what inputs it has been spent on, which is necessary 
for accountability. Countries with a program structure require program classification in the COA because 
appropriations happen accordingly. Functional classification is appealing because it allows decision-makers 
to readily identify how much has been allocated and spent according to specific functions, such as primary 
education and basic health care. If expenditure items can be clearly mapped to functions, this type of classifi-
cation offers substantial analytical possibilities. An example of a classification of the functions of government 
(COFOG) pertaining to the health sector is offered in table 11.2. Together, these set of classifiers should let 
analysts cross-tabulate expenditure data in many meaningful ways.

Business intelligence strategies and technologies can then be used for the analysis of the information 
stored in the data warehouse. Appropriate tagging and data structure allow for automated reporting and 
analytical processing following business needs. Dashboards can be developed to provide information to 
management in government agencies on issues such as budget execution, cash position, and audit, allowing 
for real-time, evidence-based decision-making (Negash and Gray 2008).

TABLE 11.2 Example of Classification of Functions of Government from 
the Health Sector

First level Second level

Health Medical products, appliances, and equipment

Outpatient services

Hospital services

Public health services

R&D health

Health n .e .c .

Source: Eurostat 2019, 37 .
Note: n .e .c . = not elsewhere classified; R&D = research and development .



CHAPTER 11: GOVERNMENT ANALYTICS USING EXPENDITURE DATA 245

However, classifying these functions may not be trivial. With reference to the health sector, the following 
issues may arise:

 ● Classifying by some functions may not always be possible. In the health sector, a hospital generally offers 
both inpatient and outpatient services. Unless it has dedicated departments drawing on distinct cost centers, 
it may not be possible to differentiate between these services. It may be possible to understand total hospital 
spending but not necessarily the functions to which spending was dedicated within the hospital. Furthermore, 
health staff may provide both inpatient and outpatient services, and it would be difficult to apportion wages 
without a robust time-recording system. Similarly, in countries where the region- or district-level administra-
tion is also the lowest spending unit, it can be difficult to apportion specific functions because district authori-
ties (in health) generally need to offer primary and secondary care as well as public health services. Therefore, 
if the spending unit does not have a clear mandate that maps directly to the COFOG functions, it is necessary 
to make assumptions, and these may not always be helpful or appropriate. In case there is no clear fit, it may be 
more accurate to simply report by administrative segment than to fit a square peg into a round hole. A COA 
reform process can be pursued over time to make spending more meaningful from a functional perspective.

 ● Reporting by function requires a discrete choice. Spending can be classified as either health or edu-
cation spending—but not both. However, there are teaching hospitals that could be classified as either. 
There may also be medical facilities managed by the defense sector where allocation could be contested. 
Further, it is unclear whether subsidies for enrolling the poor in health insurance should be considered a 
health or a social protection function. 

 ● Not all functions, per COFOG categories, can be clearly understood as government functions. For 
example, in the health sector, the COFOG category of medical products, appliances, and equipment may 
more appropriately be classified as inputs in the economic classification rather than functions. This also 
raises the question of inconsistencies within classifications because these medical products also serve 
other functions in the COFOG, such as hospital care or outpatient services.

 ● There may be an overlap between functional and program classifications because programs are output 
oriented and should serve specific government functions. There can still be added value for having both, 
but this needs to be clarified.

Reporting by functional classification is useful as long as it can be done credibly. Whether and how this 
exercise is done should reflect local context, demand, and capacity. Recommendations to shift spending toward 
some functions will remain unhelpful if these cannot clearly be traced back to the government’s administra-
tive structures. For example, it may be appealing to recommend more spending on outpatient services (which 
tend to be more efficient than hospital services), but as long as the government cannot clearly differentiate 
between spending on inpatient and outpatient services at the hospital level, such recommendations will remain 
unhelpful. Furthermore, as long as functional classification remains subjective, based on the assumptions of 
the analyst, any recommendations to adjust spending will lack credibility. This problem was recognized by the 
Rwanda Nutrition Expenditure and Institutional Review 2020, which cautions that extensive allocative efficiency 
analysis will remain futile as long as it cannot be clearly mapped back to the budget (Piatti-Fünfkirchen et al. 
2020). Instead, a COA reform process may be more meaningful to improve the functional classification toward 
what is needed for the easier interpretation of expenditure data (see box 11.2).

Data presented in a useful format with integrity will likely foster demand for analysis. To make data more 
useful to analysts, there are ongoing initiatives by development partners that systematically clean, process, 
and categorize FMIS data (see, for example, the World Bank’s BOOST initiative).4 There has been a lot of 
demand for these initiatives because they support the various other analytical products that require govern-
ment expenditure data in an interpretable format. However, as long as this work is not produced domesti-
cally through domestic systems, it is unlikely to be sustainable and will not undergo the required domestic 
checks and balances. This is an essential task of government data management—data storage in an adequate 
format in the business warehouse, from which a business intelligence system can pull meaningful reports—
possibly requiring investments in institutional, systems, and human capacity.



THE GOVERNMENT ANALYTICS HANDBOOK246

Consistency

Consistency in data management enables the production of data that can interface across systems and over 
space and time to allow for meaningful analysis. The COA’s definition and use in government systems are 
influenced by different public financial management (PFM) traditions. PFM traditions can leave countries 
with the application of different COAs across levels of decentralization (Cooper and Pattanayak 2011). As 
long as this is the case, it is difficult to have a unified data set that allows for the analysis of expenditure 
information across the country, which complicates management and decision-making (PEMPAL 2014). 
One example of such a case is Indonesia, where a long-standing reform process has aimed to unify the COA 
across the country.

Consistency is also required across the system landscape in a country. This means that the same 
COA should be used throughout the FMIS and that taxes, debt management, and payroll should be 
classified according to the codes in the COA. Without unified use of the COA, adequate integration 
across systems to conduct government analytics will not be possible. For example, understanding the 
full fiscal health of an organization requires an integrated data set on the budget, debt, and payroll. If 
development partners are an important source of revenue, they should be encouraged to use the same 
classification structure so that comprehensive expenditure reports can be produced (Piatti-Funfkirchen, 
Hashim, et al. 2021).

It is equally important that the COA is used as intended. If activities are posted as line items, or vice 
versa, this creates problems for the quality of expenditure data and, subsequently, for analysis (Farooq 
and Schaeffer 2017). Similarly, it is important not to confuse programs with projects. A program is a set 
of activities that contribute to the same set of specific objectives, an activity is a subdivision of a program 
into homogenous categories, and a project is a single, indivisible activity with a fixed time schedule and a 
dedicated budget or activities. In some instances, development partners are responsible for the introduc-
tion of line-item codes into the COA in order to give a certain engagement more visibility or allow for the 
allocation of resources to one specific engagement area. This can come at the cost of coherence and consis-
tency. For example, in Zimbabwe’s health sector, there is a line item called results-based financing, one called 
hygiene and sanitation, and one called malaria control. All of these are important engagement areas but not 
inputs. They should be reflected as such in the COA. Similarly, in Rwanda, there is a line item called maternal 
and child health, which is also not a reflection of inputs but rather a target group. 

Finally, it is important to be clear about nomenclature. Mixing budget data, release data, commitment 
data, and actual expenditure data within the same data set will lead to inconsistencies and problems.

BOX 11.2 How the Government of Rwanda Uses Budget Tagging to 
Implement a High-Priority, Cross-Cutting Agenda

The budget of the government of Rwanda, like in many countries, is organized vertically by ministry, 
department, and agency . This lends itself well to oversight and accountability . For some issues, such 
as climate change, gender, or nutrition, where implementation cuts across sectors and agencies, it can 
be difficult to identify what relevant activities were budgeted for and implemented . The government 
therefore introduced an upstream tagging process, in which ministries identify what interventions in 
the budget are related to these issues . This has provided a crucial management function because the 
financial management information system can now produce functional budget execution reports that 
reflect spending on these issues . At any point in time, it provides insight into what activities have been 
implemented, which activities remain to be implemented, and what the remaining cash flow require-
ments are . It thereby uses the budget as a tool for oversight, coordination, and mutual accountability for 
implementing a high-priority, cross-cutting agenda .
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Stability

The comparability of data over time is assisted by having a stable process to produce them and a stable 
classification system to parse and present them. But perfect stability does not occur: some degree of variation 
is natural and to be expected as conditions change, knowledge advances, and governments address evolving 
needs. Changes in reporting may be consequential, through the introduction of new spending agencies or 
the shift from input budgets to program structures. Stability does not require a static reporting structure, 
which would be unrealistic and unhelpful. It does, however, require the government to be able to con-
nect current expenditure information to the past to be able to make use of trend data. This can be done by 
designing a coding scheme that can accommodate older and newer codes; by taking a sequenced, incremen-
tal approach to reforms; or by at least maintaining tables that form a bridge between data series to allow for 
reasonable consistency between the past, the present, and the future. 

If such mitigation measures are not taken, change can be disruptive. For example, in Zimbabwe, the pro-
gram structure in the health sector was substantially revised at both the program and the subprogram levels to 
accommodate an additional focus on research by the Ministry of Health and Child Care. A program and four 
subprograms were added, and four subprograms were removed. This meant that 35 percent of the approved 
2020 budget had been allocated to programs that no longer existed in the 2021 budget. Instability in the classi-
fication of the program structure over time without adequate mitigation measures (for example, bridge tables) 
raises the question of what kind of actual reallocations accompanied these shifts. The possibility of multiyear 
analysis for costing or value for money remains severely limited in such scenarios. Similarly, the changes mean 
that performance targeting may be disrupted, as it was in the Zimbabwe health case, in which none of the 
17 program outcome indicators in the 2020 budget remained available in the 2021 budget (World Bank 2022).

EXPLORING MICROLEVEL GOVERNMENT EXPENDITURE DATA

Developing comprehensive, appropriately structured, consistent, and stable data with a clear provenance 
provides a foundation for effective analytics. Though a large literature on the analysis of expenditure 
data exists (see, for example, Robinson [2000], Tanzi and Schuknecht [2000], and some discussion in 
 appendix C), there is less discussion of how these data might be used to understand the functioning of 
 government itself. 

There are many examples of how government expenditure data can be used to inform the efficiency of 
government spending and better understand how a government is functioning. Expenditure information 
is necessary for an administration to explore opportunities for reducing the cost of the resources used for 
an activity or for increasing the output for a given input while maintaining quality (McAfee and McMillan 
1989). The National Audit Office in the United Kingdom assesses how well the administration makes use of 
resources to achieve intended outcomes (NAO 2020). In Kenya, “data envelope analysis” is used to com-
pare the efficient utilization of resources across counties (Kirigia, Emrouznejad, and Sambo 2002; Moses 
et al. 2021). 

Information on differences in the amounts paid for goods between the public and private sectors is also 
frequently used to measure inefficiencies and can point to deep-rooted problems in the quality of an admin-
istration (see chapter 12). In Zambia, for example, such an analysis found that the rapid accumulation of 
payment arrears led to suppliers’ building in a risk premium and, consequently, to the government’s paying 
higher prices and suffering an unnecessary efficiency loss (World Bank 2016b). Generally, efficiency analyses 
are a central component of many analytical products of governments and development partners, such as 
Public Expenditure Reviews (PERs), and guidance on how to conduct these is widely available (Coelli et al. 
2005; Greene 2008; Pradhan 1996; Shah 2005).

Government expenditure data can also be used to inform allocative choices, determining which groups, 
geographic regions, or sectors receive the most resources. Equity analysis allows for reorienting spending 
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to better follow needs if resources are not flowing to the areas identified as requiring the most resources. In 
the health sector, benefit and expenditure incidence analyses are commonplace (Binyaruka et al. 2021; Mills 
et al. 2012; Mtei et al. 2012; Wagstaff 2012) and often accompany PERs. They provide insight into who pays 
for services and, separately, who utilizes services. They can thus offer concrete recommendations about how 
to restructure spending to be more equitable. More broadly, Commitment to Equity Assessments offer a 
methodology to estimate the impact of fiscal policy on inequality and poverty (Lustig 2011, 2018).

Government expenditure data are used as a foundation for accountability (Ball, Grubnic, and Birchall 
2014; Griffin et al. 2010; Morozumi and Veiga 2016). If government expenditure data can be made publicly 
accessible for analytical purposes, this extends the benefits further. Groups across society can use pub-
lished data to undertake their own assessments of government functioning and the distribution of public 
resources. A growing body of research tests the notion that transparency facilitates accountability and 
leads to a host of developmental outcomes. Using the frequency of the publication of economic indicators, 
including those related to government expenditure, Islam (2003) finds that countries with better information 
flows have  better-quality governance. Hameed (2005) analyzes indexes of fiscal transparency based on IMF 
fiscal Reports on the Observance of Standards and Codes (ROSCs) and shows, after controlling for other 
socioeconomic variables, that more-transparent countries tend to have better credit ratings, better fiscal 
discipline, and less corruption. Similarly, an analysis of the Open Budget index shows that more-transparent 
countries tend to have higher credit ratings (Hameed 2011). Looking at each of the six PFM pillars covered 
by the current PEFA framework, de Renzio and Cho (2020) find that the “transparency of public finances” 
and “accounting and reporting” have the most direct effect on budget credibility. The authors stipulate that 
this may be because more information and timely reporting allow for more direct, real-time control of how 
public resources are being used.5

To provide practical details of this type of data analysis, this chapter now focuses on some of the most 
basic but useful analyses of expenditure data that can assist in understanding the functioning of government 
administration, with particular reference to a case study in Indonesia.

Basic Descriptives from Government Expenditure Microdata

First, to gain a sense of the completeness of the data being used for analysis, analysts may wish to estimate 
the budget coverage, which requires the summation of the value of all expenditure transactions routed 
through the data source (usually an FMIS) in a given fiscal year and, subsequently, the division of this 
value by the total approved budget reported by the government. This is presented in equation 11.1, where 
t  represents the fiscal year and i the individual transaction:

 . (11.1)

Equation 11.1, in turn, provides inputs to a table of the form of table 11.3.
The FMIS budget coverage statistics can be calculated for the general government, subagencies, and 

provinces or other subnational levels of government separately. These calculations then give an idea of the 

TABLE 11.3 Sample Output of FMIS Budget Coverage Estimation

2019 2020 2021

Total approved budget

Total volume processed through the FMIS

Percentage processed through the FMIS

Source: Original table for this publication .
Note: FMIS = financial management information system .
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agencywide and geographic spread in the coverage of the FMIS, allowing analysts to assess what percentage 
of the approved budget is processed by the FMIS.

Second, budget expenditure data can be used to identify trends and patterns in budget execution rates: 
the proportion of intended expenditures that have been undertaken within a specific time period. Budget 
execution data are a basic but important representation of how an organization is using resources and, when 
coupled with other information, how well it is working. If it is spending well but producing no outputs or not 
spending despite important upcoming commitments, these are signals of problems within the administra-
tion. Execution analysis also serves as a foundation for accountability because it can shed light on whether 
funds have been used for their intended purpose.

The analysis of budget execution rates can be conducted for the government as a whole or for specific 
sectors, spending units, line items, or programs. The type of analysis done will depend on how analysts 
want to assess the effectiveness of the administration. The aggregate budget execution rate alone—say, at the 
agency level—only informs analysts of whether resources are being used in line with authorized amounts 
and spending within the budget. Such aggregate analysis can hide important details, such as overspending 
on some items and underspending on others.6 Disaggregation in the analysis frequently leads to insights. 
For example, overspending on the wage bill in the health sector is often associated with expenditure cuts on 
goods and supplies or capital expenditures (Piatti-Fünfkirchen, Barroy, et al. 2021). This undermines the 
quality of the health services provided.

Third, a transactions profile can be developed as a useful way to map out expenditure patterns and man-
agement (Hashim et al. 2019). The transactions profile is a measure that gauges how government expen-
diture transactions are distributed by size. The actual pattern of financial transactions can have significant 
implications for how activities are actually being executed and, hence, can be useful for understanding what 
is driving effective government functioning. To do this, analysts can calculate the number of transactions, 
the percentage of transactions, the cumulative share of the number of transactions, and the cumulative share 
of the amount processed through the FMIS for specific sets of transaction types. Table 11.4 provides a sample 
template. 

TABLE 11.4 Template for a Government Expenditure Transactions Profile

Range (US$ 
equivalent)

Number of 
transactions

Share of 
transactions (%)

Cumulative 
share (%)

Total amount 
of transactions 
(US$)

Share of amount 
processed through 
FMIS (%)

Cumulative share of 
amount processed 
through FMIS (%)

<100

100–200

200–500

500–1k

1k–5k

5k–10k

10k–25k

25k–100k

100k–500k

500k–1,000k

1,000k–50,000k

>50,000k

Total

Source: Hashim et al . 2019 .
Note: FMIS = financial management information system .
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The transactions profile can then be displayed graphically (figure 11.3 provides an example from 
 Bangladesh), where expenditure brackets are plotted against the cumulative share of the number of 
 transactions and value of transactions. Typically, a larger percentage of transactions are small value transac-
tions and even in sum cover only a small share of total spending. At the same time, high value transactions 
tend to be few in number but make up a large share of the total volume of spending.

Assessing the Attributes of Expenditure Data

As well as providing useful descriptions of basic patterns in the expenditure data, budget execution data, 
FMIS coverage data, and the transactions profile offer useful information for analysts on the expenditure 
data’s attributes (see the section above on Attributes of Good‐Quality Expenditure Data). Specifically, ana-
lysts may further probe the data in the following ways.

To assess integrity and data provenance, analysts may first wish to get clarity on how various transactions 
are processed and what kinds of controls they are subject to. For example, how are debt payments, subsi-
dies, wage payments, or payments for goods and services handled, and is this equal across all expenditure 
items? A useful starting point may be to document which transactions are processed through the FMIS and 
which ones are not. Follow-up questions may then relate to whether the current process for how various 
transactions are treated is adequate from an integrity and provenance perspective. Does it suffice to merely 
post some transactions, such as wage payments or debt payments, to the general ledger? This also opens 
an important political-economic dimension because it may show the revealed preferences of governments 
that wish to control spending on certain line items (for example, not using the FMIS would make it easier to 
adjust spending by the executive without legislative approval). Therefore, discussing this openly and bring-
ing transparency into the process would be a useful first step. Second, analysts may wish to identify tech-
nical challenges in routing certain transactions through the FMIS and then explore how advancements in 

FIGURE 11.3 Expenditure Transactions Profile, Bangladesh
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maturing technologies (for example, financial technology innovations or the use of blockchain technology) 
could help strengthen the process.

As part of assessing the comprehensiveness of government expenditure data, analysts may wish to criti-
cally review how the government and the broader public sector are defined within the data. This should be 
followed by an assessment of whether these are appropriately reported across agencies. Identifying potential 
shortcomings in comprehensiveness, such as a lack of reporting on sensitive sectors or expenditure arrears, 
is another red flag for the FMIS data, as may be reporting against various select appropriation types. Such 
checks will minimize the risk of misinterpreting the findings and establishing poor indicators and targets 
that are poor representations of true spending patterns. These red flags are an opportunity for improvements 
in the comprehensiveness of expenditure reporting.

To assess the usefulness of government expenditure data, analysts may wish to explore what elements are 
captured and how they relate to government priorities. Do the data allow analysts to identify who spent funds, 
what they spent them on, and whether this usefully informs progress against the priorities set out in the 
agenda? On the question of who spends, it would be useful for the data to have sufficient detail in the admin-
istrative classification. Is it possible, for example, to know which hospital, health clinic, or school received 
what budget? What they spent it on should then be clear from the line item or activity segment. What purpose 
they spent it on (for example, malaria, primary education, and so on) can potentially be derived from the 
functional classification, but it can be difficult to establish this well. If the government has a functional clas-
sification, it may be useful to review how the mapping is generated and how well it serves its purpose. Given 
all of the above, the overarching questions for analysts will then be how well the established classification of 
expenditure data can be used to inform government priorities and what can be done to improve it.

To assess the consistency of the data, analysts can check whether there is consistency in the application 
of the COA across levels of decentralization and information systems across the government to allow for 
adequate integration. Analysts may also check for quality in the application of data entry to ensure the COA 
has been used as intended. Inconsistencies in the actual application can lead to problems in analysis and 
interpretation. Finally, in environments where development partners are an important source of revenue, 
analysts can review whether they have followed the same basis for accounting as the government to allow for 
the integration of expenditure data and comprehensive reporting.

Finally, to assess the stability of the data, analysts can review major changes in the expenditure data struc-
ture over time. If these are evident, analysts may explore whether tools to compare spending over time have 
been developed to give policy makers a multiyear perspective on important expenditure areas. With a solid 
understanding of the strengths and weaknesses of the underlying data, analysts can then use this expenditure 
and budget execution data to pursue efficiency, equity, or sustainability analyses to inform the effectiveness 
of government.

Case Study: Investigating Ineffective Capital Expenditure in Indonesia

At the request of Indonesia’s Ministry of Finance, the World Bank conducted an institutional diagnostic 
to understand the causes of “low and slow” capital budget expenditure execution (World Bank 2020). The 
study is an example of the value of drilling down deep on expenditure data, with information from 11,589 
spending units and survey responses from nearly 2,000 spending units. By matching spending data and 
survey responses, the study identified that over 80 percent of capital budget allocations were directed to only 
3 percent of spending units, and 78 percent were directed to four ministries, all of which had lower execution 
rates than others.7

The survey indicated that line ministries found planning difficult because they were not provided with 
predictable indicative budget ceilings for the next three years. They therefore prepared capital projects to 
align with annual budgets. Only 6 percent of spending units used multiyear contracts. The rest split their 
projects across annual contracts, leading to inefficiencies in contract implementation that contributed to low 
budget execution. For example, in 2019, disbursements were bunched at the end of the year, with 44 percent 
being made in the fourth quarter.
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Compounding this, annual budgets tended to be very rigid, with expenditure authority lapsing at the 
end of the year. This led to a stop-start approach to projects due to the annual cessation of appropriation 
approval, limiting the administrative ability of agencies to implement the capital works program, given the 
multiyear nature of many projects.

The analysis also allowed World Bank staff to assess whether preexisting reforms to confront these 
problems were working. They did not seem to be. The spending units of only one ministry—the Ministry of 
Public Works and Housing—made use of early procurement, which was supported by a ministerial decree. 
While there was a government regulation that enabled spending units to begin the procurement process in 
the preceding year, 60 percent of spending units prepared their procurement plans after the start of the new 
fiscal year, thereby introducing bunching and delays in the execution of the program.

At least part of the root cause came from the supplier side. Half of all spending units faced difficulties in 
ensuring that vendors submitted invoices within five days of finishing work. Further, 73 percent reported 
that incomplete proof in vendors’ invoices was the main cause for delays in preparing payment requests. The 
analysis also identified other areas of concern. Some 42 percent of spending units reported that difficulties 
in obtaining land approvals delayed contract implementation. A particular blockage occurred in cases where 
the land value, determined in a quasi-judicial proceeding for land acquisition, was greater than the budget. 
There was also a concern that fiduciary (audit) control discouraged spending units’ performance in project 
implementation. Some 14 percent of spending units said that auditors created a delay in implementation, 
and 32 percent of respondents preferred splitting activities into multiple contracts to avoid the audit of large 
contracts. 

Overall, this detailed diagnostic enabled specific, practical recommendations for improved government 
management. It was only made possible by triangulating microlevel expenditure data at the spending unit 
with survey data.

CONCLUSION

Government expenditure data can assist our understanding of the functioning of government agencies, 
acting as a basis for conducting broader efficiency, equity, or productivity analyses.8 Such analyses can be 
valuable and informative for policy and for improving the quality of the administration. However, expendi-
ture data are only useful for these ends if they also have the right attributes.

All technical solutions require an enabling environment of government commitment, actionable political 
economy, and resilience to shocks. It is important that strong systems for government expenditure data are 
in place and protected during times of adversity. Governments are encouraged to put in place processes that 
identify deficiencies in routines to allow for strengthening over time. The root causes of distortions may take 
considerable effort to uncover. Political leadership and a willingness to embrace transparency in the identifi-
cation process are key.

This chapter has provided health warnings that should be considered when using expenditure data and 
has identified the following five attributes of good-quality expenditure data:

 ● Data provenance and integrity

 ● Comprehensive across space and over time 

 ● Usefulness

 ● Consistency

 ● Stability.

How well government expenditure data meet the above attributes is rarely emphasized in analytical 
work or considered directly in its underlying methodologies. Instead, expenditure data are often taken at 
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face value, with the implicit assumption that the above conditions are met. If they are not, it can render the 
analysis incorrect and misleading.

This chapter suggests a periodic and data-driven review of these issues in all budgeting systems. For 
example, expenditure data can be used to estimate FMIS budget coverage. Such statistics provide insight 
into whether budget managers have incentives to avoid FMIS internal controls. This chapter advocates for 
estimating budget coverage periodically and making it publicly available in an effort to deepen the under-
standing of the incentives and the underlying political economy of budget controls. A step beyond this is to 
assess how variation in expenditure management relates to government effectiveness.

Budget coverage statistics could accompany analytical products that draw on these data to offer cau-
tions in the interpretation of the data. Audit institutions can report on why FMIS coverage may be low and 
what can be done to strengthen it in their management letters and reports to the legislature.9 Alongside this 
indicator, a transactions profile can be mapped to identify where risks in current expenditure management 
may lie and what types of reform may be warranted to improve expenditure control and service delivery 
objectives.

High-quality government expenditure microdata can be used by analysts to provide insight into expendi-
ture management practices, functional effectiveness, and the related pursuit of public policy. A basic analysis 
simply assesses how capable expenditure units are at absorbing and spending funds.

The analysis of expenditure data benefits from triangulation with performance information on 
spending units to guide a dialogue on public sector effectiveness. Just as reviewing the calories one takes 
in without considering the activities undertaken may shed little light on the fitness and workings of one’s 
metabolism, so, too, is the consideration of expenditure data limited if not aligned with the impacts of the 
activities being funded.

The strongest analysis frames the discussion of expenditure in terms of a logframe of expenditure 
(figure 11.1): where do expenditure data come from and how is expenditure defined, what are their quality 
and comprehensiveness, and how do they impact government effectiveness? Framing the discussion 
within government in terms of these steps is important because it facilitates noticing and learning (Hanna, 
 Mullainathan, and Schwartzstein 2012). The “failure to notice” systemic problems may be a key binding 
constraint in reaching the production frontier if practitioners only excel at one aspect of the logframe—in 
this case, the analysis of data without sufficient regard to their origins and quality.10 

It almost goes without saying that expenditure data may not be everything in the pursuit of government 
effectiveness. Some organizations spend very little but have very important public mandates, such as a policy, 
coordination, or regulatory function. However, for some of the most important government functions—
such as the building of large capital projects—expenditure data can be a critical lens for understanding 
government functioning.

NOTES

1. Expenditure data can also capture governments’ responses to shocks through reallocation and adjustments to their revealed 
preferences (Brumby and Verhoeven 2010). After the global financial crisis, expenditure analysis showed that countries 
were temporarily expanding safety nets, protecting social sector spending through loans, redirecting funding to retain 
social spending, and harnessing the crisis to achieve major reforms to improve efficiency and quality.

2. Lowry (2016) estimates that health-related tax expenditures in the United States involved almost US$300 billion in 2019.
3. The PEFA program provides a framework for assessing and reporting on the strengths and weaknesses of public financial 

management (PFM), using quantitative indicators to measure performance. PEFA is designed to provide a snapshot of 
PFM performance at specific points in time using a methodology that can be replicated in successive assessments, giving a 
summary of changes over time.

4. More information about the BOOST initiative is available on the World Bank’s website at https://www.worldbank.org/en 
/programs/boost-portal.

https://www.worldbank.org/en/programs/boost-portal�
https://www.worldbank.org/en/programs/boost-portal�
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 5. More broadly, Kaufmann and Bellver (2005) find that transparency is associated with better socioeconomic and human 
development indicators, higher competitiveness, and reduced corruption. They show that for countries with the same level 
of income, a country with a more transparent environment tends to have more-effective government agencies. Glennerster 
and Shin (2008) find that countries experience statistically significant declines in borrowing costs as they become more 
transparent.

 6. PEFA assessments can offer valuable information on budget execution rates. Not spending as intended and spending more 
than intended are considered equally problematic. A 15 percentage point deviation from the original appropriation is 
 considered poor practice by the PEFA because, at that point, it likely renders the budget not credible or effective.

 7. Over 64 percent of the capital budget was allocated to spending units in Jawa.
 8. Beyond governments, these data are also used by international organizations for Public Expenditure Reviews (PERs), 

 Public Expenditure Tracking Surveys, Commitment to Equity Assessments, and Article IV agreements.
 9. As blockchain technology matures, it may also offer a pathway to the immutability of records, making them less susceptible 

to manipulation.
10. The “learning through noticing” approach alters the standard intuition that experience guarantees effective technology use 

(see, for example, Foster and Rosenzweig 2010; Nelson and Phelps 1966; Schultz 1975).
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CHAPTER 12

Government Analytics 
Using Procurement Data
Serena Cocciolo, Sushmita Samaddar, and Mihaly Fazekas

SUMMARY

The digitalization of national public procurement systems across the world has opened enormous 
opportunities to measure and analyze procurement data . The use of data analytics on public procure-
ment data allows governments to strategically monitor procurement markets and trends, to improve the 
procurement and contracting process through data-driven policy making, and to assess the potential 
trade-offs of distinct procurement strategies or reforms . This chapter provides insights into conducting 
research and data analysis on public procurement using administrative data . It provides an overview 
of indicators and data sources typically available on public procurement and how they can be used for 
data-driven decision-making, the necessary data infrastructure and capacity for optimizing the benefits 
from procurement data analytics, and the added value of combining public procurement data with other 
data sources . Governments can take various steps to create the conditions for effectively using data 
for decision-making in the area of public procurement, such as centralizing public procurement data, 
periodically assessing their quality and completeness, and building statistical capacity and data analytics 
skills in procurement authorities and contracting entities .

ANALYTICS IN PRACTICE

 ● The increasing availability of public procurement administrative microdata should be exploited 
for evidence-based decision-making. The digitalization of national public procurement systems 
across the world has opened enormous opportunities to measure procurement outcomes through 
the analysis of administrative data now available in machine-readable formats on electronic gov-
ernment procurement (e-GP) systems. The full potential of e-GP reforms can be realized when 
data analytical tools are systematically applied at scale for the monitoring and evaluation of public 
procurement.

Serena Cocciolo is an economist at the World Bank. Sushmita Samaddar is a researcher at the University of Kansas. Mihaly Fazekas is 
an assistant professor at the Central European University and scientific director at the Government Transparency Institute. 
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 ● Procurement data analytics can be used for monitoring and characterizing public procurement. Public 
procurement data can be used to characterize national public procurement spending; describe time 
trends; compare procurement performance across procuring entities, regions, and types of contract, as 
well as across types of procedure, sector, or supplier; and identify performance and compliance gaps in 
the national public procurement system. Interactive dashboards are increasingly widespread tools for 
monitoring public procurement through descriptive analysis because they enable procurement author-
ities to track, analyze, and display key performance indicators through customizable and user-friendly 
visualizations.

 ● Procurement data analytics can be used for data-driven policy making. The analysis of public procure-
ment data can enable procurement agencies to develop key procurement policies or refine and assess 
existing regulations. First, data analytics allows agencies to assess existing efficiency gaps and understand 
the drivers of performance; these empirical insights are useful to identify and prioritize potential areas 
for interventions and reform efforts. Second, data analytics allows agencies to monitor the consequences 
of new policies, assess whether they are delivering the expected outcomes, and understand potential 
trade-offs. Especially in cases where an e-GP system already exists at the time of piloting and imple-
menting new strategies, public procurement can also be a rich space for research and impact evaluations 
because the necessary data for tracking key outcome indicators are readily available from the existing 
e-GP system.

 ● Appropriate data infrastructure and capacity are necessary for effectively using public procurement 
data for decision-making. First, procurement data should be homogeneously collected and maintained 
across procuring entities and connected to a centralized platform. Second, data generated from differ-
ent stages of the procurement cycle (for example, tendering process, bidding process, bid evaluation, 
contract award, and contract signing) should be consistently organized and connected through key 
identifiers. Third, the availability of data should be expanded to cover the full public procurement and 
contract management cycle, including parts of the process that are not typically included in procure-
ment data, such as data on public procurement planning and budgeting, tender preparation data, con-
tract execution data, and complaints data. Fourth, data quality and completeness should be improved 
through relatively simple and practical steps by the government, such as automated data quality checks 
in the e-GP system and periodic data audits. Finally, the necessary capacity for statistical analysis 
should be built in the public procurement authority, potentially including the creation of a dedicated 
statistical unit.

 ● A “whole-of-government” approach should be adopted in procurement data analytics. Public procure-
ment is multidimensional and critically interconnected with other functions of the public sector and 
public administration. Yet the integration of e-procurement systems into other e-government systems is 
not yet a common practice. Data innovations should enable the integration of public procurement data 
with administrative microdata from other parts of the public sector, such as justice, firm registries, and 
tax administration. This would provide a comprehensive picture of the procurement function, holisti-
cally explore the environment within which procurement is conducted, and enable the government to 
develop innovative and impactful procurement strategies.

 ● Procurement data analytics should move beyond traditional public procurement indicators and data 
sources. While there is widespread consensus about the measurement framework for some dimensions 
of public procurement, including costs, price efficiency, integrity risks, transparency, and competition, 
other relevant aspects of public procurement, such as the inclusiveness and sustainability of public 
procurement and the quality of contract implementation, currently lack well-defined and commonly 
used indicators. Using nontraditional public procurement data can contribute to the development of new 
measures and expand the scope of public procurement data analytics, such as survey data with firms or 
procurement officers.
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INTRODUCTION

While it is difficult to measure the size of public procurement transactions in each country, a global exercise 
by Bosio et al. (2022) estimates that around 12 percent of the global gross domestic product is spent on pub-
lic procurement—the process by which governments purchase goods, services, and works from the private 
sector. Given this massive scale, public procurement has the potential to become a strategic policy tool in 
three crucial ways.

First, improved public procurement can generate sizeable savings and create additional fiscal space by 
reducing the price of purchases and increasing the efficiency of the procurement process (Bandiera, Prat, and 
Valletti 2009; Best, Hjort, and Szakonyi 2019; Singer et al. 2009).1 Second, public procurement can support 
national socioeconomic and environmental aspirations by encouraging the participation of local small firms 
in the public contract market, promoting green and sustainable procurement, and creating jobs through 
large public works (Ferraz, Finan, and Szerman 2015; Krasnokutskaya and Seim 2011). Finally, efficient pub-
lic procurement can improve the quality of public services through several channels, such as the selection 
of higher-quality goods, more timely delivery of goods and completion of public infrastructure, and better 
planning of purchases and stock management. Given these strategic functions, efficient and effective public 
procurement can contribute to the achievement of the development goals of ending poverty and promoting 
shared prosperity.2

Data and evidence are necessary to monitor public procurement spending and identify the optimal 
 policies and strategies for efficient, inclusive, and sustainable procurement. The use of data can contribute 
to a problem-driven, iterative approach to strengthening and modernizing national public procurement 
systems through the identification of efficiency and integrity gaps, analysis of the trade-offs associated with 
alternative procurement strategies, the development of data tools for monitoring the public procurement 
function, and the generation of knowledge and evidence on the impact of certain policies.

The digitalization of national public procurement systems across the world has opened enormous 
opportunities to measure procurement outcomes through the analysis of administrative data now avail-
able in machine-readable formats on electronic government procurement (e-GP) systems. E-procurement 
refers to the integration of digital technologies to replace or redesign paper-based procedures through-
out the  procurement cycle (OECD 2021). While countries are increasingly digitalizing public procure-
ment processes, the functionalities covered by e-GP systems vary widely across countries (box 12.1), and 
this has implications for the accessibility and quality of procurement and contract data for analysis and 
research. Map 12.1 shows advancements in e-GP adoption globally and highlights the different degrees of 
sophistication of national e-GP systems, depending on the extent to which various procurement stages— 
advertisement, bid submission, bid opening, evaluation, contract signing, contract management, and 
 payment—can be implemented electronically.3

Governments can take various steps to create the conditions for effectively using data for decision- 
making in the area of public procurement, such as centralizing public procurement data, periodically 
assessing their quality and completeness, creating the data infrastructure for integrating data from various 
stages of the procurement cycle and from other e-government systems, measuring the socioeconomic and 
environmental dimensions of government purchases, integrating procurement data and systems into other 
e-government data and systems, and building statistical capacity and data analytics skills in procurement 
authorities and contracting entities.

This chapter provides insights and lessons on how to leverage administrative microdata for efficient 
and strategic public procurement. The chapter provides an overview of indicators and data sources 
typically available on public procurement and how they can be used for data-driven decision-making 
(section 2), the necessary data infrastructure and capacity for optimizing the benefits from procure-
ment data analytics (section 3), and the added value of combining public procurement data with other 
data sources (section 4).
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BOX 12.1 Types of Digitalization of Public Procurement Systems

The degree to which the procurement process is digitalized and integrated with other functions of gov-
ernment plays an important role in determining the accessibility and quality of administrative procurement 
microdata and how they can be used for conducting data analysis and research on public procurement .

The digitalization of public procurement systems has been implemented in different ways across 
the world, with implications for data availability and quality . Most commonly, electronic government pro-
curements (e-GP) systems are used to publish and store public procurement information . For example, 
in Pakistan and Tanzania, the online procurement system allows for the upload of tender and contract 
documents as scanned copies or PDFs .a In these cases, data would first need to be scraped from PDF 
documents and organized in a structured manner before any kind of data analysis could be performed . 
In fewer countries, the e-GP system includes functionalities related to the transactional aspects of 
public procurement, such as e-tendering, electronic submission of bids, e-evaluation, e-awarding, and, 
in the most advanced cases, electronic submission of invoices, e-catalogs, and contract management . 
In these cases, the e-GP system generates data in machine-readable formats, readily available for 
 analysis . For example, in Colombia, a data management system has been implemented following the 
Open Contracting Data Standard guidelines on data transparency, so the data from the e-GP system 
can be downloaded in the form of Excel files and readily used for analysis .b

There are variations in the quality and completeness of data generated from e-GP systems, as well 
as in how well the data from different parts of the procurement process can be integrated or merged 
for a holistic view of government purchases . The integration of e-procurement systems into other 
 e-government systems is not yet a common practice, and further work is needed to promote this 
“whole-of- government” approach from a data perspective .

a . For Pakistan, see World Bank (2017) . For Tanzania, see the example of an invitation for bids from the Tanzania 
National Roads Agency (Tender AE/001/2020-21/HQ/G/79) available at https://www .afdb .org/sites/default/files 
/documents/project-related-procurement/invitation_for_tenders_-_edms .pdf .
b . For more information about the Open Contracting Data Standard, see the project website at https://standard .
open-contracting .org/latest/en/ .

MAP 12.1 Use of Electronic Government Procurements across the World, 2020

Source: World Bank, based on Doing Business 2020 Contracting with the Government database, https://archive .doingbusiness .org/en/data 
/exploretopics/contracting-with-the-government#data .
Note: The Maturity of e-GP score was calculated based on the number of features existing in the electronic government procurement (e-GP) 
system portal, as reported in the World Bank’s Contracting with the Government database .
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HOW DO WE USE PUBLIC PROCUREMENT DATA FOR DECISION-MAKING?

Procurement Indicators Used for Data Analysis

Based on the perspective that public procurement is a strategic function contributing to efficient public 
spending, as well as to the achievement of national socioeconomic and environmental objectives, this 
chapter provides a holistic view of public procurement. While the application of data analytical tools is often 
associated with the use of corruption flags to uncover malpractice, this focus risks discouraging governments 
from using and opening public procurement data. Data analytical tools’ main purpose is strengthening the 
efficiency of public procurement and government spending in achieving national objectives, and a stronger 
focus on these more comprehensive goals could help reduce resistance from governments to adopting them.4 
Following this view, in this section, we present a broad set of procurement indicators and uses of procure-
ment data analytics corresponding to a wide range of objectives, including (but not only) anticorruption 
goals. Table 12.1 provides an example of public procurement indicators that can be used to measure the 
performance of the public procurement system along the dimensions described in the following paragraphs: 
economy and efficiency, transparency and integrity, competition, inclusiveness, and sustainability.

The procurement and contracting cycle refers to a sequence of related activities, from needs assessment 
through competition and award to payment and contract management, as well as any subsequent monitor-
ing or auditing (OECD 2021). It is typically divided into the following stages: (1) budget planning and tender 
preparation; (2) tendering process, bidding process, and bid evaluation; (3) contract award and contract 
signing; and (4) contract execution and monitoring. Traditional public procurement data often cover only 
stages (2) and (3) because the other stages are typically managed by other units (budget and financial man-
agement) and therefore recorded in separate systems. These data can be organized at the tender, lot, item 
(product), bid, and contract levels. Figure 12.1 provides a visual representation of how the different levels 
of public procurement data connect. Specifically, tenders can be divided into lots, and each lot can specify 
different product items. Firms submit bids to specific tenders or lots and can submit for specific tenders; 
tenders result in one or more contracts, which are then linked to contract amendments and payments. 
Understanding the structure of public procurement data and the links between different stages is the first 
step for effectively using and analyzing it. For example, the e-GP systems for Brazil, Romania, Croatia, and 
Honduras organize open procurement data at the tender, lot, contract, and bid levels, allowing users to con-
nect these different stages of the process through unique identifiers for each data set.

TABLE 12.1 Examples of Public Procurement Indicators

Economy and efficiency
Transparency and 
integrity Competition

Inclusiveness and 
sustainability

Tender and bidding process

 ● Total processing time
 ● Evaluation time
 ● Contracting time

 ● Time for bid preparation
 ● Single-bidder tender

 ● Open procedure
 ● Number of bidders
 ● Share of new bidders

 ● Share of SME bidders
 ● Share of WOE bidders

Assessment and contracting

 ● Awarded unit price
 ● Final unit price after  renegotiation

 ● Share of excluded bids  ● Number of bidders
 ● New bidders

 ● Share of SME bidders
 ● Share of WOE bidders

Contract implementation

 ● Final unit price after renegotiation
 ● Time overrun

 ● Variation orders
 ● Renegotiations 

Source: Original table for this publication .
Note: SME = small and medium enterprise; WOE = women-owned enterprise .
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The academic literature and practitioners in the field have identified a common set of indicators that are 
typically used to measure the efficiency, effectiveness, and integrity of the public procurement function. These 
indicators cover dimensions of public procurement related to methods and procedures (for example, use of 
open methods), transparency and integrity (for example, time for bid submission), competition (for example, 
number of bidders), processing time (for example, time for bid evaluation), price (for example, unit prices), 
and contract implementation (for example, time overrun). (A full list of indicators is provided in  appendix D.) 
In addition to performance indicators, public procurement microdata can also be used for the construction 
of red flags for corruption or collusion risk. The richness of the data available on public tenders has allowed 
economists, anticorruption authorities, and competition agencies to develop different screening techniques 
and has offered the opportunity to test them empirically. Red flags can be useful to identify unusual patterns in 
certain markets, but these patterns are not sufficient evidence of misbehavior. Rather, red flags can be used as 
the starting point for further investigation and as sufficient evidence for courts to authorize inspections of dawn 
raids (OECD 2013). One reason why red flags cannot provide sufficient proof of corruption or collusion is that 
by design, these data-driven methods can produce false positives (by flagging cases that do not merit further 
scrutiny) and false negatives (by failing to identify cases that do merit further scrutiny). Given that corruption 
risk indicators and cartel screens do not directly point to illegal activities, establishing their validity is of central 
importance.5 Boxes 12.2 and 12.3 present the existing literature on corruption risk indicators and cartel screens 
and some recent advances in these techniques thanks to novel machine-learning applications.

Beyond a transactional view of public procurement, there is increasing interest in measuring dimen-
sions of public procurement related to the strategic role it can play to promote inclusive and sustainable 
growth and the achievement of socioeconomic and environmental objectives. Recent studies and research 
on these topics have focused both on the development of new procurement indicators (for example, on green 
procurement and socially responsible procurement) and on linking public procurement data with other data 
sources to promote a holistic approach to data analytics (for example, firm registry microdata). These topics 
are discussed in more detail in section 5.

An area that would require further development and research is the measurement of contract 
implementation quality. Various approaches have been experimented with in the literature, but there 

FIGURE 12.1 Data Map of Traditional Public Procurement Data

Tenders data ID:
tender or process ID

Complaints data
ID: complaint ID

Should contain tender or
process ID to match

Items/product data ID:
item ID

Should contain lots ID
to match

Lots data ID:
lot ID

Should contain tender or
process ID to match

Should contain contract
ID to match

Payments ID:
payment ID

Contracts ID:
contract ID

Should contain tender or
process ID to match

Firm bids ID: bid ID

Should contain lot ID and/
or process ID to match

Contract
amendments ID:
amendment ID

Should contain
contract ID to match

Source: Original figure for this publication .
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is no agreed-upon strategy yet, and this is a dimension where data constraints are particularly binding. 
One option would be to use audits data, but the limitations are that audits often focus on compliance 
with procurement regulations rather than on actual project implementation and that audits data are not 
typically integrated with public procurement data. Contract supervision data and project management 
reports could also be used to generate information on contract implementation. The potential for inte-
grating data from various stages of the public procurement cycle and from other functions of the state is 
discussed further in section 4. Ad hoc data collection could also be considered for specific sectors—for 
example, through engineering assessments of the material used for the construction of infrastructure 
projects (Olken 2007) or through visits to hospitals to verify the availability of medicines and their quality. 
With respect to the construction sector, recent advances in technology (for example, drones and satellite 
images) can monitor the progress—but not necessarily the quality—of construction work, while infor-
mation on quality can be obtained from citizen monitoring. More work is needed to assess the pros and 
cons of different measurement strategies, particularly in terms of the objectivity of different measurement 
approaches and their scalability.

BOX 12.2 What We Know about Corruption Risk Indicators

The starting point for measuring any corrupt phenomenon is to define the particular behaviors of 
interest (Mungiu-Pippidi and Fazekas 2020) . In public procurement, one definition widely used 
in both  academia and policy considers corruption to be the violation of impartial access to public 
 contracts—that is, a deliberate restriction of open competition to the benefit of a connected firm or 
firms (Fazekas and Kocsis 2020) .

Corruption risk indicators identify the factors and traces of corrupt transactions defined by deliberate 
competition restrictions favoring connected bidders . Widely used corruption risk indicators in public 
procurement include single bidding in competitive markets, restricted and closed procedure types, or 
the lack of publication of the call for tenders (Fazekas, Cingolani, and Tóth 2018) . These risk indicators 
have been shown to correlate with already established indexes of corruption, such as the Control of 
Corruption scores in the Worldwide Governance Indicators (Fazekas and Kocsis 2020), as well as with 
other markers of corruption, such as the price of auctions (Fazekas and Tóth 2018), the political connec-
tions of bidding firms (Titl and Geys 2019), and proven cases of corruption (Decarolis et al . 2020) .

Novel machine-learning applications have been used to advance the measurement of corruption 
risks . For example, machine-learning approaches have been used on carefully curated data sets of 
proven corrupt and noncorrupt cases to train algorithms predicting corruption risks (Decarolis and 
Giorgiantonio 2022; Fazekas, Sberna, and Vannucci 2021) . Advanced network science methods have 
also been increasingly used to detect high-corruption-risk groups of organizations (Wachs, Fazekas, 
and Kertész 2021) .

Corruption risk indicators have been used in numerous civil society and journalistic applications, 
as well as by multilateral banks and national authorities for policy design and implementation . For 
example, the European Commission and Organisation for Economic Co-operation and Development’s 
(OECD) Support for Improvement in Governance and Management (SIGMA) initiative (OECD and SIGMA 
2019) has regularly monitored some risk indicators, such as single bidding and the publication of calls 
for tenders . The International Monetary Fund (IMF) has endorsed corruption risk indicators and mod-
els predicting the price impacts of such risks as valuable inputs to addressing macrocritical risks . The 
European Investment Bank uses public procurement risk indicators, combined with internal financial 
risk assessments, to select projects for prior integrity reviews (Fazekas, Ugale, and Zhao 2019), an 
approach highlighted as good practice by the European Court of Auditors (Adam and Fazekas 2019) .
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BOX 12.3 What We Know about Collusion and Cartel Screens

The characteristics of collusive behavior in public procurement markets are similar to those in conven-
tional markets: companies coordinate their behavior regarding price, quantity, quality, or geographic 
presence to increase market prices .

Cartel screens are defined according to two key competition and economy principles . First, it is 
expected that in competitive tendering processes, bids will be submitted independently; therefore, 
signs of coordination between bidders can be interpreted as signs of collusion . Second, bids submit-
ted by independent competitors should appropriately reflect the costs of each bidder in a competitive 
market . Based on these two criteria, various elementary collusion risk indicators have been developed 
for the early detection of collusive bidding, such as the submission of identical bids, high correlation 
between bids, lack of correlation between the costs and the bid submitted by each bidder, the relative 
difference between the lowest and the second lowest bid price per tender, the relative standard devia-
tion of bid prices per tender, and the range of submitted bid prices per tender .

Increasingly, more advanced statistical techniques have been used to define cartel screens as 
well as develop algorithms that minimize the probability of both false positives and false negatives . 
For example, Conley and Decarolis (2016) have developed statistical tests of coordination based 
on randomization inference methods . These tests identify unexpected firm behaviors conditional on 
their characteristics—for example, the unexpected joint entry of firms within a group of bidders given 
observed firm and process characteristics . Huber and Imhof (2019) study the performance of different 
screening algorithms, specifically a lasso logit regression and a weighted average of predictions based 
on bagged regression trees, random forests, and neural networks . Most interestingly, these recent 
examples use machine-learning techniques to identify optimal algorithms thanks to the combination of 
public procurement data and judicial and auctions data for validation .

Government Monitoring of Public Procurement

With the increasing use of e-GP systems and access to structured procurement data, public procurement author-
ities are often using the common procurement indicators discussed in appendix D to monitor the performance 
of their own public procurement systems. These public procurement authorities use the available procurement 
data to characterize national public procurement spending and identify performance and compliance gaps in the 
national public procurement system. This descriptive analysis can include time trends or comparisons of perfor-
mance indicators across procuring entities, regions, and types of contract, as well as types of procedure, sector, or 
supplier. In some cases, this exercise may be mandated by international treaties or organizations, or as a prerequi-
site to access financing from multilateral development banks.6 The results of this monitoring are often reported in 
the form of annual reports on the functioning of the procurement system, and they can be used for informing and 
guiding reform efforts and the development of new strategies and policies in public procurement. For example, in 
Poland, the Public Procurement Office (PPO) prepares the annual report on the functioning of the procurement 
system, which is posted on the PPO website following approval by the Council of Ministers.7

Public procurement agencies may use certain tools or mechanisms to describe their procurement data 
and trends. For example, spend analysis is a widespread approach for monitoring and assessing public 
procurement, consisting of various tools (for example, the Kraljic matrix; see figure 12.2) that provide a first 
overview of the procurement market and, specifically, what is being purchased, by whom, and from which 
suppliers. This analysis is used to identify the areas (products, entities, and suppliers) for which the improve-
ment of efficiencies is expected to have the largest budget implications, to define procurement strategies, and 
to adapt relationship management for different types of suppliers.
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The analysis of performance and compliance offers another set of tools typically used by public procure-
ment authorities and audit authorities to monitor the national public procurement system. This monitoring 
may include the compliance of procurement regulations as reported by procurement agencies.8 This type 
of descriptive analysis explores efficiency indicators, like competition, price, and processing time, as well 
as the extent to which procurement regulations (for example, regulations on contract thresholds, the use of 
open participation methods, or the use of centralized procurement methods) are met. This type of analysis is 
useful to describe the efficiency gaps that exist in the public procurement system and to help prioritize audit 
activities. For example, Best, Hjort, and Szakonyi (2019) show that in Russia, individuals and organizations 
of the bureaucracy together account for more than 40 percent of the variation in prices paid and that moving 
the worst-performing quartile of procurers to 75th percentile effectiveness would reduce procurement 
expenditures by around 11 percent, or US$13 billion each year.

As illustrated in figure 12.3, these descriptive analysis tools are the least complex uses of public procure-
ment administrative data. Figure 12.3 shows a ladder for analysis tools in procurement monitoring, in which 
each step of the ladder represents analytical tools conducted on procurement at different levels of complexity. 
Beyond descriptive analytics, diagnostic analysis (for example, regression analysis) can be used to identify 
the drivers of performance and therefore inform the government of potential strategies to improve efficiency 
and integrity. The following section discusses in detail diagnostic analysis tools for data-driven policy mak-
ing. However, descriptive analysis tools can still be among the most advanced uses of public procurement 
when they are systematically embedded in the public procurement monitoring and reporting function—for 
example, for the preparation of annual reports or through interactive dashboards, which typically require 
institutional reorganization and the acquisition of necessary skills in the public procurement authority.

FIGURE 12.2 Kraljic Matrix for Colombia
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FIGURE 12.3 Complexity Ladder for Analysis Tools in Procurement Monitoring and Evaluation
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Interactive dashboards are increasingly widespread tools for monitoring public procurement through 
descriptive analysis because they enable procurement authorities to track, analyze, and display key performance 
indicators through customizable and user-friendly visualizations. One of the great advantages of these dash-
boards is that they allow users to focus their analysis at different levels of government or in specific markets. 
Depending on how the public procurement system is set up, these interactive dashboards can be connected 
directly with the underlying e-GP system or can be regularly updated. These dashboards can be built for the use 
of the national public procurement authorities and individual procuring entities for monitoring their procure-
ment activity, or they can be made public for greater accountability of the public procurement system.

For example, between 2020 and 2021, the World Bank worked with the National Agency for Public 
Procurement (ANAP) in Romania to develop a monitoring mechanism, in the form of a dashboard that 
would enable the public procurement agency to track its own key performance indicators and would enable 
easy reporting to the EU (World Bank 2019). The dashboard (figure 12.4) was developed in close collab-
oration with the ANAP to ensure that the most relevant indicators were captured. Regular data analysis 
workshops conducted by the World Bank ensured that staff in the ANAP had the capacity and training to 
replicate and add to the dashboard to ensure its sustainability in the long run.

Data-Driven Policy Making

The analysis of public procurement data can enable procurement agencies to develop key procurement poli-
cies or refine and assess existing regulations. Data analytics allows agencies to assess existing efficiency gaps 
and understand the drivers of performance, and these empirical insights are useful to identify and prioritize 
potential areas for interventions and reform efforts. For example, in 2019, the World Bank conducted a com-
plete and comprehensive analysis of Uruguay’s public procurement data that generated discussion and space 
for policy recommendations to improve the performance of the procurement system. This analysis identified 
demand consolidation as the most significant potential source of savings, with framework agreements being 
the most effective instrument to implement the strategy. Based on these empirical insights, in 2021, the 
World Bank worked with the Regulatory Agency for Public Procurement and the Central Procurement Unit 
within the Ministry of Economy and Finance to implement these recommendations, specifically building 
capacity in the generation and management of framework agreements and supporting the development of 
pilot framework agreements for goods and services with the greatest savings potential.
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Data analytics is also a useful tool to monitor the consequences of new policies, assess whether they are 
delivering the expected outcomes, and understand potential trade-offs. For example, in 2020, the World 
Bank worked on an assessment of the national public procurement system in Bangladesh, the objectives of 
which were to identify its strengths and weaknesses, formulate appropriate mitigation measures for iden-
tified gaps, and develop an action plan for future system development (World Bank 2020). The assessment 
was built on various data-driven components, such as an analysis of the so-called 10 percent rule (rejecting 
a tender that is 10 percent below or above the estimated cost) introduced by the government of Bangladesh 
in December 2016 for the procurement of works using the open tendering method. The primary objective of 
this policy was to improve the quality of construction works and reduce the risk of cost overruns by restrict-
ing bidders from quoting very low prices. However, procuring entity officers largely expressed the opinion 
that the quality of works had not improved after the introduction of the 10 percent rule, and quantitative 
analysis of time trends also revealed that this rule had produced undesired consequences, such as decreasing 
competition (figure 12.5). These empirical insights were instrumental in providing fact-based recommenda-
tions to the government about reevaluating the 10 percent rule.

With respect to understanding potential trade-offs, increasing attention toward the multidimensional 
nature of public procurement implies that policies and strategies should be assessed based on a variety of 
considerations, including efficiency, integrity, value for money, and socioeconomic and environmental 
aspects. There are many trade-offs associated with the public procurement function in connection to the 
 private sector and public service delivery, and a comprehensive approach to procurement data analytics 
allows agencies to correctly assess the potential trade-offs associated with procurement policies and pro-
vide complete and accurate policy recommendations. For example, a 2021 World Bank report on the use of 
framework agreements (World Bank 2021a) shows that in Brazil, the use of framework agreements could 
reduce unit prices and avoid repetitive processes, but it could also discourage participation by small and 
medium enterprises (SMEs) and their likelihood of being awarded a contract (table 12.2).9

These examples show that quantitative analysis can be quite powerful in identifying key procurement 
trends in a country and can be foundational in developing and evaluating procurement policies. Given the 

FIGURE 12.4 National Agency for Public Procurement (ANAP) Dashboard, Romania

Source: Screenshot of the ANAP dashboard, World Bank 2019 .
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FIGURE 12.5 Assessment of Bangladesh’s 10 Percent Rule
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TABLE 12.2 Regression Analysis of Framework Agreements versus Other Open 
Methods, Brazil

Outcome of interest Unit price (log) SME winner

Framework agreements vs . other open methods −0 .0919** (0 .0407) −0 .0198*** (0 .00582)

Observations 172,605 166,399

R-squared 0 .910 0 .566

Source: World Bank 2021a .
Note: Model specifications: Comparing FAs and non-FA open methods for the purchase of the same product by the same entity 
(product—entity FE), with year and quarter FEs . FA = framework agreement; FE = fixed effect; SME = small and medium enterprise .
Robust standard errors in parentheses, *** p < 0 .01, ** p < 0 .05, * p < 0 .1 .

abundance of microdata in countries with e-GP systems, public procurement can also be an ideal space 
for implementing impact evaluations of specific procurement policies. Impact evaluations represent one of 
the most reliable forms of policy assessment because they allow agencies to contrast actual outcomes with 
 counterfactual scenarios by comparing units subjected to a given policy intervention to otherwise similar 
units that have not yet been treated.

For example, starting in 2011, the government of Bangladesh began the rollout of a comprehensive e-GP 
system, and the World Bank worked with the Central Procurement Technical Unit to evaluate the impact 
of the new system on procurement outcomes.10 The evaluation revealed that the implementation of the 
e-GP system had led to an improvement in public procurement performance, as demonstrated, for exam-
ple, by an increase in winning rebates, a decrease in single bidding, and an increase in contracts awarded 
to nonlocal suppliers (figure 12.6). During the piloting stage, the preliminary results from the evaluation 
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FIGURE 12.6 Procurement Outcomes under Manual versus Electronic Government 
Procurement Systems, Bangladesh
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helped demonstrate that the new e-GP system was having a good impact on efficiency, transparency, and 
competition, and this was extremely useful to build consensus and political support around this difficult 
reform (Turkewitz, Fazekas, and Islam 2020). This example demonstrates the feasibility and usefulness of 
impact evaluations for navigating the political economy of reforms. Specifically for public procurement, the 
abundance of data generated by the e-GP system creates a rich space for research because the data already 
available from the existing e-GP system at the time of piloting and implementing new strategies allow for the 
tracking of  procurement outcomes, from baseline to endline, with no additional costs for data collection.

Monitoring of Public Procurement by the Public

Public procurement is one of the public administration functions with a prevalence of publicly available 
data. With the increase in the use of e-GP systems, there is greater potential for increasing transparency and 
accountability in public procurement processes through monitoring by the public. Open data can be used 
by civil society, the media, and citizens to acquire information on specific contracts, buyers, or products.11 
Increased transparency and accountability can enable citizen engagement in monitoring public procurement 
and, therefore, enhance trust between citizens and the state, strengthen the social contract, and improve the 
quality of contract execution. For example, a citizen engagement project was implemented by the World 
Bank in collaboration with the Central Procurement Technical Unit in Bangladesh to enable and support the 
monitoring of civil works projects by local community groups (Hassan 2017). Through the project, “citizen 
committee” members frequently visited project offices and reported anomalies in civil works projects to the 
engineer’s office. The project reduced information gaps and increased trust between government officials 
and local community leaders on civil works projects in their areas, and it also reduced monitoring-related 
transaction costs through higher citizen engagement.

Making public procurement data available to the public has great potential to increase transparency and 
accountability. However, even when data are publicly available online, it may be challenging to extract useful 
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and actionable information from open public procurement data, which requires connecting data sources from 
different stages of the procurement cycle, constructing relevant indicators, and analyzing microdata for large 
numbers of tenders and contracts. In light of these challenges, various international organizations have been 
developing dashboards to ease access to public procurement data for citizens, civil society, and researchers.

For example, in 2021, the World Bank, in collaboration with the Government Transparency Institute, 
launched a prototype of a global dashboard that provides access to open data from national electronic 
procurement systems from 46 countries, as well as open data on World Bank– and Inter-American 
Development Bank–financed contracts for over 100 countries.12 Similarly, the Opentender dashboard pro-
vides access to tender data from Tenders Electronic Daily (TED), which covers 33 EU jurisdictions, includ-
ing 28 EU member states, Norway, the EU institutions, Iceland, Switzerland, and Georgia.13 The creation and 
maintenance of these global public goods, and the use of open public procurement data in general, would 
be simplified by the adoption of common data standards globally, and the Open Contracting Data Standard 
from the Open Contracting Partnership provides a promising starting point.14

Some governments are also creating public dashboards using their own public procurement data. For 
example, an intuitive and simple dashboard prepared by the National Informatics Centre in India and 
hosted on the Central Public Procurement Portal allows users to get some key performance and compliance 
indicators on public procurement in India.15 This dashboard not only allows the government to monitor key 
procurement trends but also reports these indicators to the public for greater transparency and account-
ability. The public procurement authority in Ukraine has also designed and published a public dashboard 
to increase transparency and accountability in public procurement.16 The COVID-19 crisis prompted 
more countries to increase transparency and enable public scrutiny of purchases made during the health 
 emergency, such as Brazil, Moldova, Lithuania, and South Africa.17

SETTING UP DATA INFRASTRUCTURES AND CAPACITY FOR MEASUREMENT 
ON PROCUREMENT

Centralize Public Procurement Data

To ensure that public procurement data are used effectively for decision-making, it is necessary that data are 
homogeneously collected and maintained across procuring entities and connected to a centralized platform. 
This is necessary both for external users and researchers as well as for the national agency or central procure-
ment authority. Public procurement data are often decentralized or housed by different institutions responsible 
for managing different parts of the procurement process, and this may complicate the process of data harmoni-
zation and centralization, especially in countries without an e-GP system and where reporting of procurement 
activities to a central authority is not mandatory or audited. For example, in 2021, a World Bank team con-
ducted a data collection exercise of paper-based procurement records in St. Lucia, Dominica, St. Vincent and 
the Grenadines, and Grenada to assess public procurement systems in the four countries. The key constraint on 
data collection was the decentralization of the information among multiple institutions; ultimately, the data had 
to be collected by enumerators from different procuring entities and national authorities.

Enabling factors for the centralization of public procurement data include legislation, administrative structure, 
and data infrastructure. Simple mechanisms like an annual data collection exercise at the central level, in which 
procuring entities send Excel files to a central authority (which audits a sample for data accuracy), can help slowly 
transfer local data storage mechanisms to more efficient, centralized data management systems. For example, 
this was recommended in the case of St. Lucia, Dominica, St. Vincent and the Grenadines, and Grenada, with the 
additional recommendation to conduct regular audits of the quality and accuracy of the data provided by each 
procuring entity to the central authority. This step can be a key foundation on which an appetite for data liter-
acy and digitalization can be created among governments. In contrast to data sitting in physical files in different 
procuring entities, a centralized data collection  mechanism can allow for easy access to procurement data even in 
cases where an e-GP system has not yet been implemented.
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Integrate Data from Various Stages of the Public Procurement and Contract 
Management Cycle

Data integration can be an important step in exploring all the stages of the public procurement and contract 
management cycle. Data integration can be accomplished through two related steps: (1) matching data from 
various procurement stages and (2) expanding the availability of data to study procurement more holisti-
cally. With respect to the first step, public procurement data typically cover the following stages: tendering 
process, bidding process, bid evaluation, contract award, and contract signing. To meaningfully use this data, 
it is necessary that the tenders data, lots data, bids data, and contracts data are consistently organized and 
can be connected (see figure 12.1).

The second step in data integration is expanding the availability of data to cover the full public pro-
curement and contract management cycle, including parts of the process that are not typically included in 
procurement data, such as data on public procurement planning and budgeting, tender preparation data, 
contract execution data (for example, data on subcontracting and payments to vendors), complaints data, 
and proprietor information and beneficial ownership data.

There is great scope for using these additional data sources for procurement data analytics, and some 
countries are taking steps in this direction. The development of integrated data systems requires the close 
engagement and partnership of multiple government institutions that house different parts of the procure-
ment and contract management cycle. For example, as part of the design and development of the monitor-
ing mechanism delivered to the ANAP in Romania (see above), the World Bank was able to add data on 
complaints registered in public procurement processes to the dashboard by leveraging existing data-sharing 
agreements between the ANAP and the National Council for Solving Complaints. While the establishment 
of streamlined data management systems is a necessary technical requirement for a data integration process, 
the most significant constraints often lie in the administrative and bureaucratic structures that may compli-
cate collaboration and data-sharing agreements between different institutions.

Data Quality and Completeness

Data quality and completeness are crucial determinants of the quality of empirical analysis that can be per-
formed on public procurement data. Common issues in public procurement data are noted across countries, 
both in the data obtained from open sources as well as in the data obtained from governments. Some of 
these common issues, which are listed in box 12.4, range from missing data to incorrect or ambiguous data 
structures that restrict or hinder comprehensive empirical analysis.

Some data quality and completeness issues can be mitigated through relatively simple and practical 
steps by the government. The e-GP system can include automated data quality checks during data entry by 
procuring entity officers—for example, checking that the procurement process dates follow a logical order 
and that the contract amounts are within reasonably expected ranges. Detailed audits of the data entered by 
procuring entity officers may also be conducted regularly to ensure that the official tender and contract doc-
uments reflect the data entered into the system. The central procurement authority can also review the data 
maintained in the procurement system to assess their completeness, especially in light of the compliance and 
performance indicators the government is interested in monitoring. Last, implementing a fully transactional 
system that manages the entire procurement process from start to finish and allows multiple government 
agencies and ministries to engage with different parts of the procurement process may allow for the ideal 
data integration environment to holistically analyze the full procurement process and all related parts in 
public administration.

When planning for the public disclosure of procurement data, the same principles of data quality and 
completeness apply to ensure data transparency and accessibility. In addition, in this case, it is important 
that the raw data entered into the system are made public, not only the indicators and measures con-
structed from the administrative microdata. Observations across several countries also show that open 
data and good policies for data openness and transparency do not necessarily correlate with data quality 
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and completeness. For example, the Open Contracting Data Standard provides guidelines on the effective 
disclosure of public procurement data to the public, with the ultimate goal of increasing transparency in 
procurement and allowing analysis of procurement data by a wide range of users. While an increasing 
number of e-GP systems follow the Open Contracting Data Standard for the public disclosure of procure-
ment data, how well disclosure is implemented largely depends on the quality and completeness of the 
data made publicly available.

Building Capacity for Statistical Analysis and a Culture of Data-Driven Policy Making

The adoption of e-GP systems has created a great wealth of data, but it is not obvious that their use and 
impact are currently being maximized by governments. The development of the capacity for statistical anal-
ysis and a culture of data-driven decision-making can help maximize the potential of the microdata avail-
able through e-GP platforms. This may include the creation or strengthening of a dedicated statistical office 
within the public procurement authority.

BOX 12.4 Examples of Common Issues with Data Quality and 
Completeness

 ● Missing observations or variables and data errors that pertain to important aspects of the 
procurement process . In most countries, electronic government procurement (e-GP) data are not 
created directly from digitized tenders and contracts but are separately inputted by procuring entity 
officers . In these cases, the procuring entity officers may still have the option to leave certain data 
fields blank . This generates gaps in the data and can also indicate strategic behavior by procuring 
entity officers, who may systematically choose to leave more sensitive data fields blank . Data quality 
and completeness should be systematically reviewed by a central authority, including for data dis-
closed to the public .

 ● Ambiguity in the level of observation for the data . Data from different stages of the public procure-
ment cycle (figure 12 .1) should be meaningfully connected for analysis through unique identifiers, 
such as the tender ID or the entity ID . The absence of unique identifiers creates ambiguity in the 
interpretation of the data and hinders comprehensive empirical analysis . For example, in the case 
of framework agreements, there can be multiple contracts, buyers, and suppliers under a tendering 
process, and multiple orders can be associated with the same umbrella contracts . Having a clear and 
unambiguous data structure is necessary to correctly represent framework agreement processes 
and enable accurate analysis .

 ● Correction of incorrect entries in the e-GP system by entering the entire tendering process again . 
This issue is observed in countries where e-GP data are not created directly from digitized tenders 
and contracts but are separately inputted by procuring entity officers . Possibly because of integrity 
concerns, some e-GP systems do not allow officers to correct information already entered into the 
system in the event of data-entry errors . In these cases, the officers’ only option is to create a new 
entry, but the system does not record which entry is correct and which entry is wrong .

 ● Poor data integration during transitions from one e-GP system to another . Throughout the 
digitalization of public procurement, countries may shift from one e-GP platform to another . For 
example, Romania transitioned from a platform called SEAP (Sistemul Electronic de Achizitii Publice) 
to an upgraded platform called SICAP (Sistemului Electronic Colaborativ de Achizitii Publice), 
and Colombia from a platform called SECOP I to an upgraded platform called SECOP II (Sistema 
Electrónico para la Contratación Pública) . In cases of transition between e-GP systems, it is nec-
essary to ensure that data from both platforms can be integrated and that procuring entity officers 
cannot enter data for procurement processes in both platforms during the transition .
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For example, as part of the design and development of the monitoring mechanism delivered to the 
ANAP in Romania (see above), the entire monitoring mechanism was created in close collaboration with 
ANAP staff through weekly capacity-building workshops and meetings to discuss the operational workflow 
of the monitoring mechanism. This close collaboration and cocreation of the interactive dashboard for visu-
alizing key procurement indicators allowed the government to engage with the data-cleaning and visualiza-
tion process and built an appetite for data analysis. ANAP staff were provided with the necessary skills and 
knowledge to edit and develop the code that was used to create the interactive dashboard. Engagements like 
this allow products like an interactive dashboard to be hosted in a data-curious and analytical environment 
that builds long-term sustainability through the empowerment of its users.

Beyond statistical capacity and data analytics skills, the proactive use of data and evidence to drive 
 policy-making decisions also requires the necessary organizational culture, institutional arrangements, and 
incentive systems. For example, data and empirical evidence can be used to improve the performance of pro-
curing entities. This requires the necessary skills and tools to exploit the potential of data analytics, but it also 
depends on other systemic factors, such as whether and how the performance of procuring entities is evaluated, 
whether there are consequences of performance evaluations, whether procuring entity officers are incentivized 
to improve their efficiency and effectiveness, and whether procuring entity officers have space to make dis-
cretional decisions or instead are expected to merely execute regulations. These considerations are related to 
a broader discussion on management practices in public administration and specifically in procuring entities, 
and the following section provides more detail on how some of these aspects can be studied empirically.

A WHOLE-OF-GOVERNMENT APPROACH: STRATEGIC 
COMPLEMENTARITIES TO PUBLIC PROCUREMENT DATA

Measuring the Socioeconomic and Environmental Dimensions of Public Procurement

Increasingly, governments consider using public procurement as a strategic tool to sustain the private sector, 
especially groups of firms that are traditionally underrepresented in public procurement, such as SMEs and wom-
en-owned enterprises (WOEs). Similarly, governments are increasingly adopting green public procurement (GPP) 
strategies, such as green evaluation criteria, green eligibility criteria, or life-cycle approaches to costing (box 12.5).18

However, there is no clear evidence of the best public procurement strategies and policies to achieve these 
socioeconomic and environmental outcomes. For example, from a theoretical point of view, it is not clear how 
to incentivize the participation of SMEs in public procurement effectively and efficiently. While this might be 
achieved through targeted policies (for example, preference policies or set-aside quotas), these policy tools might 
be distortionary (Medvedev et al. 2021; OECD 2018) or suffer from poor implementation and compliance. Relying 
on untargeted policies can be an alternative, but it is perhaps a less impactful approach. Two studies conducted 
on the same preferential treatment program for small firms in California elucidate these potential trade-offs, with 
Marion (2007) finding that procurement costs are 3.8 percent higher on auctions using preferential treatment and 
Krasnokutskaya and Seim (2011) finding that those distortionary effects are not huge in comparison to benefits 
to firm growth. With limited evidence on the impact and trade-offs of these different policy options, there are no 
clear guidelines on the best strategies to involve SMEs and other underrepresented groups in public procurement.

As another example, some public procurement laws mandate the application of green criteria for bid 
evaluation, especially in sectors such as transport (for example, types of vehicle and emissions) and construc-
tion (for example, construction materials) (Palmujoki, Parikka-Alhola, and Ekroos 2010), but it is unclear 
what the direct and indirect cost implications of these requirements are. By design, GPP introduces addi-
tional laws and regulations, requirements for firms, and more complex criteria for bid evaluation. Therefore, 
it is natural that there might be concerns about whether GPP compromises the efficiency of public procure-
ment procedures and reduces the attractiveness of public procurement contracts for firms. Providing robust 
knowledge on the costs and benefits of GPP will support governments in making informed decisions and 
might remove some of the concerns that prevent broader adoption.
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This focus and strategic approach to public procurement requires that public procurement data be 
expanded to include the necessary information to measure the socioeconomic and environmental dimen-
sions of public procurement, such as by associating an SME tag with bidders and suppliers or by labeling 
tenders that follow GPP principles. For example, Nissinen, Parikka-Alhola, and Rita (2009) develop a 
detailed list of environmental indicators to measure GPP, including indicators on product characteristics, 
policy attached, level of emission of the company, chemistry, and amount of energy used. In practice, across 
countries, there has been some progress in tagging SME firms—for example, in Croatia, Romania, and 
Colombia—but very limited progress in GPP (see box 12.5). This impedes advancing the empirical literature 
on the effectiveness of different policy alternatives, and it also prevents governments and civil society from 
monitoring the actual use and implementation of GPP legislation.

BOX 12.5 What We Know about Green Public Procurement

Green public procurement (GPP) is defined by the European Commission (2008) as “a process whereby 
public authorities seek to procure goods, services and works with a reduced environmental impact 
throughout their life cycle when compared with goods, services and works with the same primary func-
tion that would otherwise be procured .”

GPP can take different forms, and different measurement options should be considered depending 
on the GPP approach adopted for each specific tender . A first categorization of GPP approaches is as 
follows (World Bank 2021b):

 ● Contract performance clauses ensure winning suppliers deliver a contract in an environmentally 
friendly way and continuously improve their environmental performance throughout the contract 
duration . Examples of these clauses include the requirement to deliver goods in bulk to reduce 
packaging, the requirement to optimize delivery schedules, and the requirement to recycle or reuse 
packaging after delivery .

 ● Award criteria can include optional environmental criteria to encourage and reward bidders that propose 
solutions with improved environmental performance (for example, a higher percentage of recycled con-
tent and functional criteria that allow supplier innovation) . This approach requires that procuring entities 
set weights to evaluate the various dimensions of a proposal, such as environmental criteria and price .

 ● Qualification criteria and technical specifications prescribe core environmental criteria that bidders 
and/or offers must meet to satisfy the requirements of the tender (for example, minimum recycled 
content or bans on toxic chemicals) .a For example, supplier-selection criteria aim to ensure that 
participating bidders have the technical capabilities, ethics, and management processes in place to 
deliver on the desired environmental outcome . Examples of these criteria are proof of compliance 
with environmental laws and regulatory standards, the existence of qualified staff with environmental 
expertise, and environmental certifications .

 ● Life-cycle approaches consider the total cost of ownership (TCO) of a good, service, or work, an esti-
mate that considers not only its purchase price but also the operational and maintenance costs over 
its entire life cycle . The life-cycle cost (LCC) goes further than the TCO by also taking into account 
the cost of environmental externalities that can be monetized (for example, greenhouse gas emis-
sions and pollution fees) .

Given the speed of innovations in this field, it may be challenging for procuring entities to define appro-
priate environmental criteria that correspond to current benchmarks and environmental criteria that can 
be expected of and met by private sector actors . There are various mechanisms that can help procuring 
entities determine the “environmental friendliness” of a good, service, work, or firm (World Bank 2021b):

(continues on next page)
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 ● Ecolabels are labels of environmental excellence awarded to products and services meeting high 
environmental standards throughout their life cycle . Ecolabels can be awarded based on third-party 
certification, supplier claims of environmental conformity, or third-party validation of an environmen-
tal product declaration .

 ● “Green” product lists or online databases of preapproved green goods, works, and services can be 
created by governments and made available to procurers across the government .

 ● Framework agreements can be set up by central procurement authorities to include GPP 
approaches, making it easier for all procuring entities to purchase green without entering into diffi-
cult processes for market analysis, tender design, and bid evaluation .

a . An example of these criteria is detailed by the European Commission on the EU GPP criteria page of its website: 
https://ec .europa .eu/environment/gpp/eu_gpp_criteria_en .htm .

Linking Public Procurement Data to Other Dimensions of the Public Sector and 
Public Administration

Public procurement is multidimensional and critically interconnected with other functions of the public 
sector and public administration. For example, the participation of small firms in the public procurement 
market may be influenced by the ease of access to finance or by tax subsidies provided to certain disad-
vantaged firms. Similarly, the administrative burden of public procurement processes may be influenced 
by the staffing, training, and resources in the local procuring entities. The incentives of participants in a 
procurement process may be influenced by several factors. A promising area for advancement in public 
procurement research would be to collect and integrate data from other parts of the public sector, justice, 
and tax administration to create novel integrated data sets providing a holistic picture of the procurement 
function. This would provide governments with comprehensive information to develop innovative and 
impactful procurement strategies, as well as allow researchers to holistically explore the environment 
within which procurement is conducted.

Many potential data sets could be used to extend the analysis of public procurement through other 
dimensions of public administration. One example is linking tax registries and public procurement data. 
Data on tax filings by firms could be useful to characterize the firms operating in public procurement 
markets—for example, in terms of size—and the link between public procurement and the growth of firms 
(Ferraz, Finan, and Szerman 2015), as well as to assess the effectiveness of policies that intend to favor the 
participation of SMEs in public procurement.

Another potential data set is linking public procurement data with audits data. If properly designed, 
audits can be an effective tool to disincentivize malpractice in public procurement. However, as demon-
strated by Gerardino, Litschig, and Pomeranz (2017), the design and targeting of audits can distort incentives 
for procurement officers. For example, procurement officers may be less likely to use competitive methods 
if they expect these procedures will be more likely to be audited due to their complexity, or they may be less 
likely to comply with regulations that are difficult for auditors to monitor, such as the application of preferen-
tial policies for SMEs or the application of green award criteria.19

Public procurement data can also be complemented with complaints data and judicial data. Box 12.3 
discusses the potential for matching public procurement data with judicial data to validate collusion- 
screening algorithms. Beyond this type of application, there is also space for further research on how 
performance in public procurement functions is affected by the efficiencies and performance of the judi-
cial sector. Coviello et al. (2018) have demonstrated, in the context of Italy, the implications of inefficient 

BOX 12.5 What We Know about Green Public Procurement (continued)
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courts on procurement outcomes, such as longer delays in the delivery of public works, a higher likeli-
hood that contracts are awarded to larger suppliers, and higher shares of payments postponed after deliv-
ery. Further studies on the link between public procurement and the justice sector would be necessary to 
advance our understanding of how these two functions of the state influence each other—for example, 
whether judicial investigations have an impact on processing and contract execution times, which types 
of procedures are more likely to result in complaints or investigations, whether the risk of complaints and 
appeals is a barrier to firm participation, and whether the efficiency of courts has an impact on the pro-
pensity of procuring entities to enforce late penalties.

The integration of public procurement into overall public finance management, budgeting, auditing, and 
service delivery processes has a high potential to lead to better utilization of public resources through better 
information transmission, standardization, and automation and increased accountability (OECD 2017). 
Despite this potential, the integration of e-procurement systems into other e-government systems is not yet 
a common practice. For example, based on a 2016 review of public procurement systems in OECD coun-
tries, e-GP systems are most often integrated with business registries (eight countries), tax registries (seven 
countries), budgeting systems (six countries), and social security databases (six countries) (OECD 2017). 
Data integration is an area where further work is needed to promote a whole-of-government approach from 
a data perspective.

Insights on Public Procurement Data from Survey Data

Along with using administrative data on public sector and public procurement, surveys of procuring entity 
officers and firms provide important context on the environment in which procurement is conducted. 
Surveys of procuring entity officers can be used to measure procurement-related information otherwise 
unavailable in the administrative data, such as time for tender preparation, contract execution quality, and 
firm performance. For example, in an assessment of the public procurement system in Croatia, the World 
Bank collected survey responses from procuring entity officers on the quality of delivered goods and services 
by firms and on contract management deadlines, such as the date of delivery and the final payment amount 
for contracts. These indicators were not available in the publicly available data in Croatia, and this data col-
lection exercise was successful in identifying constraints during the contract management phase.

Surveys of procuring entity officers may also help measure the perceptions and behaviors of procuring 
entity officers with regard to overall organizational management, the administrative burden of conducting 
and reporting on procurement regulations, human resource management (HRM), roles, and incentives 
within their teams. For example, the 2021 World Bank report on the use of framework agreements relied 
on both administrative microdata and survey data.20 Procuring entity officers in India and Ethiopia were 
surveyed about the perceived administrative burden of using framework agreements relative to other public 
bidding methods. While quantitative analysis revealed some savings in price through the use of framework 
agreements, the survey provided more context about the burden officers might feel when implementing 
different types of procurement methods. Similarly, several studies on GPP have been conducted through 
surveys to understand the incentives of procuring entity officers to adopt GPP criteria in the award process, 
as well as to map the difficulties and challenges entities face with GPP regulations at different stages of the 
procurement process.

In addition to surveying procuring entity officers, reaching out to firms participating in the public 
contract market can also provide complementary information for understanding public procurement from 
the perspective of private sector actors. For example, Uyarra et al. (2014) find that for firms in the United 
Kingdom, the main barriers to entry into the public procurement market are a lack of interaction with 
procuring organizations, the low competency of civil servants, and poor management systems, and Knack, 
Biletska, and Kacker (2019) find that firms are more likely to participate in public procurement in countries 
where public procurement systems are more transparent and complaint systems are more effective. Surveys 
of firms can also be a useful tool to analyze special groups of firms (for example, SMEs and WOEs) in coun-
tries where public procurement data do not allow for the identification of bidder and supplier characteristics 
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and where procurement data cannot be linked to other administrative data, such as firm registries. 
In 2021, the World Bank designed a procurement module as part of the Enterprise Surveys to better under-
stand the barriers and challenges experienced by firms with respect to public procurement, and they piloted 
this module in Romania, Poland, and Croatia. The survey data reveal that the main administrative obstacle 
to participation in Poland is the length of the process between bid submission and contract signature, while 
in Croatia and Romania, it is the fact that too much effort is required for bid preparation (figure 12.7a). The 
biggest challenge when working under a government contract is payment delays in Poland and Romania and 
the number of administrative processes during contract execution in Croatia (figure 12.7b).

Using survey data in public procurement is relevant from a policy perspective in order to complement 
administrative data measurements, but it is also relevant from a research point of view. HRM practices, 

FIGURE 12.7 Obstacles and Challenges to Government Contracts, Croatia, Poland, 
and Romania, 2021
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attitudes, and motivations in public administration are typically measured through surveys of civil ser-
vants. Public procurement can be an ideal area to study the link between these dimensions and outcomes, 
 advancing our understanding of the impact of HRM practices, attitudes, and motivations on performance 
and compliance.

CONCLUSION

This chapter has provided an overview of how public procurement data can be used for monitoring and eval-
uating public procurement, as well as for informing reform efforts and defining new policies and strategies 
in public procurement. It has included a description of various data analytical tools that can be applied to 
public procurement, an account of typical challenges encountered in public procurement data and potential 
solutions, and a discussion of recent innovations, such as the development of interactive dashboards.

The chapter has included various lessons for practitioners and governments on using and analyzing 
public procurement administrative data, including centralizing public procurement data, integrating data 
from different procurement stages and from data systems related to other government functions, ensuring 
data quality and completeness, and building capacity for statistical analysis, such as by creating a dedicated 
statistical unit in the public procurement authority.

The chapter has also highlighted various areas where there is a need for further development and research, 
specifically in measuring the quality of contract implementation, integrating public procurement data with other 
administrative microdata or survey data, measuring GPP, and, more generally, generating robust empirical evi-
dence on effective ways to improve the efficiency, integrity, inclusiveness, and sustainability of public procurement. 
For example, the World Bank’s Governance Global Practice and the Development Impact Evaluation (DIME) 
Governance and Institution Building unit have been collaborating on a research agenda about the link between 
public procurement and private sector growth, which includes a series about research projects and data innova-
tions, such as connecting public procurement data, payment data, and tax registry data.21

NOTES

 The chapter is based on academic research and operational experience from several World Bank projects that use 
data  analytical tools in the area of public procurement—for example, in Romania (led by Carmen Calin, procurement 
 specialist), Croatia (led by Antonia Viyachka, procurement specialist), and Bangladesh (led by Ishtiak Siddique, senior 
procurement specialist). The chapter greatly benefited from comments and inputs by Carmen Calin (World Bank, pro-
curement specialist), Maria Arnald Canudo (consultant, Development Impact Evaluation [DIME] Department), Daniel 
Rogger (senior economist, DIME), and Christian Schuster (professor, University College London). Stephen Shisoka Okiya 
(consultant, DIME) provided excellent research assistance.

 1. A seminal paper by Bandiera, Prat, and Valletti (2009) demonstrates that in Italy, 83 percent of the total estimated waste 
in public procurement is due to passive waste caused by inefficiencies related to constraints such as lack of skills, lack of 
incentives, and excessive regulatory burden.

 2. For example, with respect to the United Nations Sustainable Development Goals, public procurement can contribute to in-
creasing access to markets for small and medium enterprises (target 9.3), responsible consumption and production through 
sustainable public procurement (target 12.7), reducing corruption and bribery (target 16.5), developing effective, account-
able, and transparent institutions (target 16.6), and ensuring public access to information (target 16.10). More information 
about the Sustainable Development Goals is available on the United Nations Commission on International Trade Law 
website at https://uncitral.un.org/en/about/sdg.

 3. Further details on the data in figure 12.1 and on the level of e-GP adoption across countries can be found in the World 
Bank’s Doing Business 2020 data under the topic “Contracting with the Government”: https://archive.doingbusiness.org/en 
/data/exploretopics/contracting-with-the-government.
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 4. Requirements from international organizations or international treaties could be another strategy to incentivize gov-
ernments to open public procurement data and adopt transparent monitoring and reporting mechanisms. For example, 
EU member states are mandated to monitor and report key procurement indicators under Directives 2014/23/EU, 2014/24/
EU, and 2014/25/EU.

 5. The literature has pointed to three different strategies for measurement validity (Adcock and Collier 2001): content validity 
(the measurement captures the full content of the definition), convergent validity (alternative measures of the same corrupt 
phenomenon are correlated), and construct validity (well-established empirical relationships are confirmed by the mea-
surement).

 6. As noted above, EU member states are mandated to monitor and report key procurement indicators under Directives 
2014/23/EU, 2014/24/EU and 2014/25/EU.

 7. The PPO website is available at https://www.uzp.gov.pl/.
 8. The Public Procurement Agency in Bulgaria, the PPO in Poland, the Office for Public Procurement in the Slovak Republic, 

and the National Agency for Public Procurement (ANAP) in Romania are examples of institutions that conduct audits of 
compliance and performance monitoring.

 9. Deliverable under the World Bank project Framework Agreements for Development Impact: Lessons from Selected 
 Countries for Global Adoption (P173392).

10. Report under the project Impact Evaluation of e-Procurement In Bangladesh (P156394).
11. The role of civil society in monitoring public procurement is widely recognized. For example, within the EU project Integ-

rity Pacts—Civil Control Mechanism for Safeguarding EU Funds, “integrity pacts” are established between a contracting 
authority and economic operators bidding for public contracts, stipulating that parties will abstain from corrupt practices 
and conduct a transparent procurement process, and a separate contract with a civil society organization entrusts it with 
the role of monitoring that all parties comply with their commitments. See the Transparency International website at 
https://www.transparency.org/en/projects/integritypacts.

12. More information about the Government Transparency Institute is available on its website, http://www.govtransparency.eu/. 
The dashboard prototype is available here: https://www.procurementintegrity.org/.

13. The Opentender dashboard is available here: https://opentender.eu/start.
14. For more information about the Open Contracting Data Standard, see the project website at https://standard.open 

-contracting.org/latest/en/.
15. The India dashboard is available here: https://eprocure.gov.in/eprocdashboard/KPI.html.
16. The Ukraine dashboard is available here: https://bi.prozorro.org/hub/stream/aaec8d41-5201-43ab-809f-3063750dfafd.
17. On Brazil, see CGU (2020). Moldova’s COVID-19 procurement website can be viewed here: https://www.tender.

health/. Lithuania’s procurement webpage can be viewed on the Public Procurement Office website at https://vpt.lrv.lt 
/kovai-su-covid-19-sudarytos-sutartys. South Africa’s COVID-19 procurement dashboard can be viewed on the National 
Treasury website at http://ocpo.treasury.gov.za/COVID19/Pages/Reporting-Dashboard-Covid.aspx.

18. Green evaluation criteria can be included in different levels of procurement and in the bidding process by setting technical 
specifications, specific qualifications, contract requirements, selection criteria, and/or award criteria (Testa et al. 2012).

19. As an example of the former, Gerardino, Litschig, and Pomeranz (2017) investigate the impact of the audit selection process 
in Chile, using public procurement data from 2011 to 2012. Under the existing audit protocol in that period, open auctions 
underwent more than twice as many checks as direct contracting. The authors find that, given this protocol, procurement 
officers shifted toward direct contracting methods and reduced the use of open auctions, especially in procuring entities 
that experienced more audits and therefore had more opportunities to learn about this targeting design. As an example of 
the latter, in some countries, procuring entities are required to reserve a given quote of their spending for SMEs, but it is 
challenging for auditors to monitor compliance with this requirement if public procurement data do not include a tag to 
identify contracts awarded to SMEs.

20. Deliverable under the World Bank project Framework Agreements for Development Impact: Lessons from Selected 
 Countries for Global Adoption (P173392).

21. See the World Bank project Public Procurement and Firm Behavior (P177551).
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SUMMARY

This chapter seeks to highlight the value of quantifiable measures of the quality of back-office processes 
when assessing governments’ bureaucratic effectiveness . Conceptually, it defines a framework for 
understanding administrative process productivity . It then presents case studies from the Ghanaian and 
Liberian civil services, where different measures of internal (within bureaucratic units) versus external 
(across bureaucratic units) process quality were piloted . Specifically, these pilots sought to assess the 
feasibility, cost, and scalability of the process measures considered . We explore their correlations with 
other measures of productivity (for example, financial expenditures and the completion of planned tasks) 
and the claims and characteristics of civil servants in the surveys we have undertaken .

ANALYTICS IN PRACTICE

 ● Many of the activities undertaken by public administrators can be characterized as the application of 
proper processes and procedures to a project, file, or case. As such, the quality of the processing work 
undertaken by public officials is an important part of the quality of government activity and a determi-
nant of public sector productivity.
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 ● Government analytics systems should include measures of the quality of processing by government 
 officials. This requires a framework for assessing the adherence of administrators’ process work to 
accepted government procedure. An important distinction in the development of a conceptual frame-
work for assessing process quality is whether a process is mainly confined within organizational units 
(what this chapter calls internal process productivity) or is associated with interactions between organi-
zational units (external process productivity). Separately, such a framework could be formulated to assess 
the quality of processes in general within a public service or targeted at domain-specific activities, such 
as the implementation of an appraisal process.

 ● By not measuring the quality of process productivity, analytics systems bias measures of the quality of 
government toward more measurable aspects of government work, such as the activities of frontline 
officials, and away from the important body of administrative professionals who support them. By taking 
a narrow approach to defining bureaucratic productivity according to frontline outputs, studies risk 
missing why a service may be delivered well or poorly.

 ● Such data can be collected automatically, as part of digitized government work, or manually, by 
 assessors employed to judge process quality in the physical records of projects, files, or cases. Analysts 
can  benchmark the quality of processes evidenced by relevant records in terms of the extent to which 
they are well organized, logical in flow, and adherent to government procedure; their timeliness with 
respect to a deadline; or whatever aspect of a process is of interest. To some degree, the digitization of 
government has supported the improvement of processes—by ensuring that all components of a process 
are present—but it also facilitates the physical or automated inspection of process quality.

 ● Measures of process quality in public administration open up three areas of government analytics: assess-
ments of variation in the quality of processes and associated productivity within and across organizations 
in the same country, comparisons of process quality across countries, and assessments of public sector 
process quality over time. In this way, government analysts can pinpoint where government procedure 
is not being adhered to, how different processes relate to public sector productivity, and what dynamics 
exist across individuals and organizational units.

INTRODUCTION

The effective delivery of government work requires a long chain of processes undertaken by public  officials. 
From policy development, through budget and planning, to monitoring and evaluation, many of the  activities 
undertaken by public administrators can be characterized as the application of proper processes and pro-
cedures to a project, file, or case. This is the back-office administration of public policy. In the case of policy 
development, for example, proper process in most modern governments would include presenting a balance 
of evidence on the pros and cons of policy content, ensuring broad-based consultation within (and potentially 
outside) government, and generating a coherent policy that others in government could follow.

The quality of the processing work undertaken by public officials is thus an important part of the quality 
of government activity. Given how important these processes are in the chain of delivery for government 
goods and services—such as the budget and procurement processes—process quality is a key component of 
public sector productivity.

This chapter articulates a framework for measuring the quality of these processes based on the idea of 
adherence to accepted government procedure. The rationale of adherence to government procedure may 
be varied: it may include equity considerations (ensuring all cases are dealt with in a similar way), fiduciary 
concerns (ensuring resources are utilized for the public good), and legal issues (ensuring that actions are 
in line with existing laws and the rules of the public service). The quality of government processes can be 
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measured along these and other margins as a measure of the nature of government functioning. This chapter 
outlines specific measures of the quality of government processes and discusses their use through two case 
studies in Ghana and Liberia.

To date, measures of bureaucratic activity and effectiveness have focused on frontline outputs, as 
described in chapter 29 of the Handbook on service delivery indicators (SDI), financial expenditures or the 
procurement of goods, as described in the Handbook chapters on budget and procurement (chapter 12), 
and the provision of physical infrastructure, as described in the Handbook chapter on task completion 
( chapter 17). This chapter focuses not on the prices, wages, or services achieved by the government but on 
the quality of the processes applied toward those ends. For example, a procurement officer may gain low 
prices for a set of goods procured but do so in a way that breaks public service rules and potentially exposes 
the public sector to unnecessary reputational risks. Similarly, an officer may complete all assigned tasks 
within deadline and budget but do so in a way that has negative spillovers on other units in the agency.

This approach to understanding the quality of work in the public sector has parallels to aspects of the SDI 
outlined in chapter 29. For example, in assessing the quality of education, analysts have assessed the extent to 
which teachers are subject to classroom observation by an independent assessor and are provided feedback 
on their teaching. This measure does not score the quality of the teaching itself, or even the quality of the 
feedback. Rather, it assesses the extent to which a process is in place to provide feedback, assuming that feed-
back is an important part of a quality teaching environment.1

Perhaps the closest approach to an assessment of bureaucratic functioning that attempts to measure the 
quality of government processes is the approach associated with case analysis. As described in chapter 15 
on administrative case data, such analysis assesses the quality of responses by public officials to requests for 
public services, such as in the social security sector, or the fulfillment of public responsibilities, such as the 
collection of taxes. However, the data collected are almost universally on outcomes of these activities, such 
as the volume of cases processed in a particular time frame or, conversely, processing speed, prices paid, and 
so on. A complement to this analysis characterizes the quality of public sector actors’ work processes, from 
the comprehensiveness of records to the quality of the evidence they provide to back up their assertions. 
So while measures like those in chapter 15 typically characterize the speed of case completion as a  positive 
outcome, a process productivity perspective would assess whether sufficient time had been allotted for 
consultation (such as for advertising a procurement). Little quantitative work has been undertaken on this 
margin of government activity.2

This paucity of preexisting work stands in contrast to the fact that a substantial portion of the work 
of public administration is best characterized as processing. Rasul, Rogger, and Williams (2021) find that 
73 percent of civil service activities in Ghana can be categorized as “processing tasks.” The common concep-
tion of government work is frequently back-office process work.

The absence of effective measures of the quality of government processes has skewed the focus of public 
sector studies toward frontline officials and away from the important body of administrative professionals 
that support them.

Most civil servants play an important role in facilitating the role of frontline staff, by providing the long 
chain of supporting activities that are at the core of the effectiveness of government. Processing work is a 
substantial component of this support.

By taking the narrow approach of defining bureaucratic productivity according to frontline outputs, 
studies also risk missing why a service may be delivered well or poorly. For example, for a citizen to receive 
a welfare payment, budgetary officers must ensure sufficient funds are available, contracting officers must 
ensure effective transfer systems to recipients, and accounting officers must ensure a clear paper trail to 
reduce the diversion of funds. Wrapping the entirety of these activities into a single indicator of payment 
disbursement does not allow us to uncover which process creates a bottleneck.

Consequently, this chapter seeks to highlight the value of quantifiable measures of this type of back- 
office, administrative process productivity when assessing governments’ bureaucratic effectiveness. It does 
so by presenting case studies from the Ghanaian and Liberian civil services, where different measures of 
internal (within bureaucratic units) versus external (across bureaucratic units) process quality were piloted. 
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And it considers both the quality of standard work processes (Ghana) and the implementation of a new set 
of processes related to staff appraisals (Liberia). These pilots introduce concrete ideas for measuring process 
quality and showcase their feasibility and scalability to entire public services.

Measures of process quality in public administration open up three areas of government analytics. First, 
we can use such measures to assess variations in process quality and associated productivity within and 
across organizations in the same country. For example, by using a common assessment of process quality 
across organizations, we can identify which organizations are appropriately adhering to government proce-
dure across a government. Second, with appropriate caveats, common measures enable comparisons of pro-
cess productivity across countries. For example, understanding the time it takes for a social sector ministry 
to provide inputs to the center of government across countries provides microevidence of the relative quality 
of governance. Finally, given the relative simplicity of these measures, we could collect productivity data on a 
regular basis and thus provide a more nuanced assessment of public sector capacity over time.

This chapter continues as follows. It begins with an overview of related measures and then presents 
concrete applications of these ideas in case studies from Ghana and Liberia. It then showcases the results of 
measurement in these two settings and discusses what we learn about the nature of process quality in the 
public service.

CONCEPTUAL FRAMEWORK AND RELATED LITERATURE

Conceptually, the notion that government processes should adhere to particular standards is widespread. 
Most governments have rules for undertaking (or processing) the tasks of public administration that artic-
ulate best practices. These best practices almost universally align with themes of completeness, rationality, 
fairness, and efficiency—all themes extolled by the Weberian school of public administration.

Wilson (1989, 26) argues that understanding public sector productivity, in contrast to that of the private 
sector, means understanding the processing of tasks. Since the goals of the public sector are too vague to be a 
useful organizing framework, the public sector must focus on specializing in improved task or process pro-
ductivity. This reasoning has since been bolstered by a range of authors (for example, Alesina and Tabellini 
2007; Dixit 2002).3

However, few analysts argue for a coherent notion of government processes as a component of govern-
ment functioning or of public sector productivity. Yet if government processes mediate the use of inputs to 
the production function of government, then undertaking them to a high standard would seem to be an 
output of government work related to functioning and productivity. In relation to ideals of the state, such as 
the equitable treatment of cases, process may be an end in itself, observed in the capacity of public officials to 
make coherent decisions.

When public officials make coherent arguments for choosing one policy over another that incorporate rele-
vant information, they improve the quality of government outputs but also characterize government itself. Both 
of these are public goods of their own type. Similarly, when a manager judges one official eligible for promotion 
over another using solid evidence of the performance of both officials, the public sector becomes more effective 
and is characterized as meritocratic. Again, both of these are public goods in distinct ways.

For this reason, whether public officials process government work in the appropriate ways can be studied 
as a form of public sector productivity: process productivity. When the government effectively and efficiently 
undertakes work according to proper processes, it generates better outputs for the next stage of government 
work and defines a superior character of government. It is therefore more productive in producing these 
public goods. Take, for example, a firm that creates parts to sell to other firms that build machines out of 
those parts: when it does this with a high level of quality and in a reliable way, the parts firm is productive. 
Likewise, a government organization that undertakes its tasks using proper processes is a more productive 
institution.
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What proper process means will vary by setting and the tasks focused on. However, best practices in 
 government processes often include the clear and complete gathering of evidence and rational decision- 
making, as well as equity considerations (ensuring all cases are dealt with in a similar way), fiduciary 
concerns (ensuring resources are utilized for the public good), and legal issues (ensuring that actions are 
in line with existing laws and the rules of the public service). An example of an approach to assessing the 
quality of decision-making is the SMART framework, which considers whether relevant elements are 
specific, measurable, achievable, relevant, and time-bound. This framework will be applied in one of our 
case studies.

This chapter assesses how an analyst might measure process quality, and thus process productivity, on 
a large scale (across a substantial portion of units of public administration) using a quantitative approach. 
Efforts to date to characterize government and its processes have been broad-brush, such as expert assess-
ments of corruption that outline the propensity to circumvent proper processes for personal gain across an 
administration as a whole.4 Our focus is on measurement at a granular level, frequently the task, project, or 
individual level.

This more granular level is the area of measurement for which there is little to no previous work and, 
as argued in much of the rest of the Handbook, where there is the most potential for gains from analysis. 
For a similar reason, we look for processes that are generally applied across government, rather than a 
domain-specific set of processes, such as how doctors should treat patients (Bedoya et al. 2017; Daniels et al. 
2017; Wafula et al. 2017). However, to provide clarity in the application of our framework to domain-specific 
settings, our second case study looks at the application of process productivity assessments to a domain- 
specific activity undertaken by all public servants—performance appraisal.

Empirical assessments of government processes in political science have studied the nature of responses 
to public information requests (also known as freedom of information requests). By assessing the qualities 
of government responses, researchers have assessed whether citizens receive a response quickly (Wehner 
and Poole 2015; Wood and Lewis 2017) and equitably (Berliner et al. 2021; Peisakhin and Pinto 2010). This 
approach is clearly highly constrained in what it can measure as an external lens with ambiguous links to 
government functioning.

In the economics literature, Chong et al. (2014) assess the quality of government processes through how 
quickly misaddressed letters are returned to their original senders. This measure is unrelated to most aspects 
of government work but can be seen as similar in spirit to the measure we will introduce in this chapter to 
assess government productivity through how responsive units are to centralized requests for information.

The closest paper to measuring internal process quality in a large-scale, quantitative way is Banerjee et al. 
(2021), who use retired senior police officers to grade a random set of case files from project police stations. 
They grade officers on whether scientific techniques were used, the care with which evidence was collected, 
and so on. Though their focus is explicitly on the clarity of police processes, the approach we elaborate in this 
chapter is a generalization of their approach.

We distinguish internal process productivity, the quality of administrative processes for activities con-
fined within a particular administrative unit, from external process productivity, the quality of administrative 
processes for activities in which units interact. An example of the first is the development of the design of a 
project in which a unit specializes, while an example of the second is a request for information from one unit 
by another.

We make this distinction because accountability and professional dynamics vary distinctly between the two 
cases. Public administration is typically conceptualized around work units organized within a hierarchy. These 
work units have a degree of flexibility in how they organize their approaches to undertaking government work 
and implementing process guidelines. However, the head of a unit is responsible for ensuring process quality, 
as only the head administrator of an organization ensures the organization as a whole adheres to processes. An 
analogous assessment can be made between organizations and the government as a whole.

Similarly, when communicating within organizational units, different record-keeping formats are 
required than when communicating between organizations. For this reason, the nature of measurement 
must vary when analysts are assessing internal versus external conceptions of process productivity.
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EMPIRICAL CASE STUDIES

We study the quality of bureaucratic processes in the public administrations of two West African countries: 
Ghana and Liberia. These are excellent environments for testing new measures of public service productiv-
ity. They are governed by clearly defined and well-structured rules for undertaking government processes. 
However, similar to many developing countries, the productivity of departments and organizations in these 
settings varies substantially (Rasul and Rogger 2018; Rasul, Rogger, and Williams 2021). There is mounting 
evidence that this variation in productivity is also prevalent in the public sectors of wealthier nations (Best, 
Hjort, and Szakonyi 2017; Fenizia 2022), but the variation we analyze likely subsumes this heterogeneity and 
is representative of a large portion of the world’s public administrations.

In Ghana, we study a representative set of administrative tasks under-taken by the core public adminis-
tration. In Liberia we focus on process quality in relation to a specific administrative activity: the implemen-
tation of a staff appraisal system. We split our efforts into understanding the quality of internal processes, by 
assessing whether the processing of these tasks adheres to government procedures, and external processes, 
by assessing how promptly units respond to requests from central agencies. Our discussion of the two case 
studies thus covers the main features of process productivity outlined in the previous section.

Institutional Background

Ghana is a lower-middle-income country home to 28 million people, with a central government bureaucracy 
that is structured along lines reflecting both its British colonial origins and more presidentialist postindepen-
dence reforms. Ghana is one of Africa’s most democratic countries.

Liberia is a low-income country of nearly 5 million people, with an agency-based administration similar 
in design to that of the United States. Years of civil war exacerbated recruitment and rewards based on 
patronage in the service. The resulting bloated workforce, a lack of established processes and procedures—or 
the presence of overly bureaucratic processes and procedures—and inadequate office resources have delayed 
and derailed the processing time for needed administrative procedures in the service. Furthermore, while 
Liberia is Africa’s oldest and first modern republic, with a political system heavily influenced by the US 
Constitution, it has historically been largely characterized by minoritarianism. Democratic and recognized 
fair elections only commenced in the 21st century. Ghana and Liberia thus represent polities at two ends of 
Sub-Saharan Africa’s distribution of state fragility.

Ghana’s civil service consists of 57 central government ministries and departments that primarily 
perform the core bureaucratic functions of policy making, administration, and service delivery oversight. 
Ministries and departments are overseen by the Office of the Head of Civil Service (OHCS), which is 
responsible for personnel management and performance within the civil service. The OHCS coordinates 
and decides on all hiring, promotion, transfer, and (in rare circumstances) firing of bureaucrats across the 
service. Similarly, Liberia’s Civil Service Agency (CSA) oversees the strategic leadership and management 
of the country’s civil service, formulating and providing guidance on recruitment, personnel management, 
standards, and performance in civil service institutions. The Liberian service is made up of 31 ministries and 
agencies, in addition to the country’s numerous public autonomous organizations. The architecture of the 
administration in the two countries has many commonalities.

Processes under Study

The civil servants we study carry out public administration activities following administrative procedures, 
which set out guidelines and standards for how to formally proceed with government business. These apply 
equally across the service and broadly aim to ensure transparency, equity, and efficiency in government 
business. In both Ghana and Liberia, we seek to assess the efficiency with which civil servants undertake 
administrative processes. However, the specific processes under study differ.
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In Ghana, we focus on an assessment of process quality in core office duties, such as project planning, 
budgeting, and monitoring. Rasul, Rogger, and Williams (2021) describe the most common types of tasks 
in Ghana’s central government offices. These relate to processing paperwork related to the construction of 
public infrastructure, such as roads, boreholes, and schools (24 percent of tasks); administrative advocacy 
(16 percent); and monitoring, review, and auditing (14 percent). The OHCS outlines rules and associated 
guidelines for Ghanaian civil servants about how to prepare infrastructure or advocacy projects and monitor, 
review, and audit them according to proper procedures. For this reason, the Ghanaian civil service is charac-
terized by a common set of standards and centrally managed procedures that officials are required to follow 
when handling administrative files (PRAAD 2007).5

In Liberia, we focus on adherence to new processes for performance assessment or “appraisal.” Following 
the end of Liberia’s civil war in 2003, the CSA focused on establishing a more meritocratic civil service by, 
among other policies, developing a performance management system (PMS) policy (CSA and USAID-
GEMS 2016; Forte 2010; Friedman 2012; World Bank 2014). Job descriptions were only recently formulated 
and formalized across all positions in Liberia’s civil service, so an appraisal scheme helps embed them as part 
of the daily work of public servants.

The PMS is similar in structure to most other performance management schemes in public sectors around 
the world: in collaboration with their manager, employees commit to a set of performance targets at the start of 
each annual cycle, which are reviewed and assessed over the cycle, typically twice a year. Managers meet with 
each of their officers at the start of the cycle to agree on their individual performance targets and how they will 
be assessed, and they record this information in what we call Form 1. They are then supposed to meet again at 
midyear, to track progress in achieving individual targets, and at the end of the year, to jointly fill in and discuss 
a performance diagnostic: Form 2, an updated version of Form 1.6 Processes are governed by detailed guide-
lines published by the CSA, which also provides training to managers in how to undertake the process correctly. 
We focus on the proficiency of individuals and their managers in executing the PMS process.

The PMS has given civil servants who use it better insight into their roles and responsibilities and how 
these feed into their institutions’ overall delivery of public services, but measuring, managing, and rewarding 
performance remains a challenge. Table 13.1 lists some barriers to ministries’ and agencies’ effective use of 
the PMS, as observed by CSA officials.7

In addition to the quality of a procedural process as implemented within a unit, the extent to which govern-
ments can efficiently manage the communication and coordination of processes across work units is another 
important measure of the quality of government processes. To assess what we have named external process 
productivity, we examine the extent to which civil service departments respond to external inquiries. The inter-
nal management of the many tasks that civil servants carry out depends on external inputs and consequently 
requires a chain of activities that span organizational units. We therefore implement a common measurement 

TABLE 13.1 Reasons for Incomplete Adoption or Nonadoption of 
the PMS Process, Liberia

Reasons for not adopting the 
PMS

Reasons for only partly adopting the 
PMS

Reasons for not filling in the PMS 
forms properly

HR officers see the PMS as an 
added burden on their work .

HR officers did not communicate the 
timeline to staff .

The forms are bulky . The process is 
paper-based .

The PMS will be used to fire or 
remove people from their jobs .

Too much of a paper trail . Some just fill in forms after being coerced 
and threatened with disciplinary action .

Some institutions struggle to see 
the benefits of the PMS to them .

Some do not understand what is fully 
required of them throughout the PMS cycle .

They have not understood the process .

Leadership lack the willpower to 
adopt the PMS .

Supervisors with more than 10 staff 
members find the PMS time-consuming .

The PMS is a CSA-imposed idea . Staff expect the CSA to provide guidance 
at every phase of the PMS .

Source: Original table for this publication . 
Note: CSA = Civil Service Agency; HR = human resources; PMS = performance management system . 
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framework in both Ghana and Liberia that assesses public officials’ responsiveness to requests from the central 
personnel authorities. We track a set of standardized requests relating to annual personnel record updates 
undertaken by the two institutions of centralized personnel management, the OHCS in Ghana and the CSA in 
Liberia. Letters requesting information on all officials in an organization were sent to the census of civil service 
organizations. For example, the central office might request annual updates to the profile of an organization’s 
staff concerning qualifications and training. The aim of such efforts is for the OHCS or the CSA to plan its 
capacity-building efforts for the next year based on up-to-date information on current capabilities within the 
public administration. In Ghana, units were asked to provide staff members’ names and civil service IDs as well 
as any training they had received in the past year. In Liberia, units were asked to provide an updated list of the 
civil service staff currently employed in their team, including staff members’ names, payroll IDs, the names of 
their direct supervisors, and any relevant training undertaken in the past year.

Assessing the Quality of Processes

In both countries, the processes we study are applicable across all organizations and sectors (though the 
internal measure in Ghana is general and in Liberia is specific to the appraisal process). This allows us to 
undertake a common analysis of procedure quality within each public service.

Our approach requires a record of public officials’ activities that can be assessed by an independent eval-
uator. The records in both Ghana and Liberia are dominantly paper-based files that record the “treatment” 
of projects, files, or cases. The vast majority of such physical files are on-site in a government office. Thus, in 
the case studies we focus on, we were required to build a team of evaluators that could make physical visits 
to units to review the government files.8 To some degree, the digitization of government has supported the 
improvement of process quality by ensuring that all components of a process required by a procedure are 
present before the case can be completed. It has also facilitated the sort of inspection and assessment out-
lined here because enumerators can assess process quality remotely by accessing electronic records, which 
was not possible in our settings. Besides the ability to access records remotely, however, much of the wider 
approach described here would be the same in the case of digitized records.

Internal Process Productivity

The evaluations of internal process productivity we undertook in both countries focused on the complete-
ness of records, their degree of organization, and evidence of transparent, logical, and equitable decision- 
making. First, we focused on measuring the level to which the principal components of administrative 
documents adhere to the general filing rules. Second, we examined whether the argument laid out in those 
documents was complete and consistent. Such an approach accords with the overarching concern of the 
public service rules in the countries of focus that decisions or activities be clearly documented and indicate 
a logical and equitable decision-making process. The public service rules of each country set the baseline for 
measures of how the files should have been completed. The OHCS guided the process of designing an instru-
ment to assess process quality in Ghana, and the Performance Management Policy Manual (CSA and USAID-
GEMS 2016), along with guidance from the CSA, informed the corresponding instrument in Liberia.

Completeness is the level to which the principal components of a file adhere to the general filing rules. 
In Ghana, the assessment tool collected information on whether the file ladder, folios, memos, minutes, 
letters, and related documents are compiled correctly, following the public service rules. The file ladder is an 
important element of a file, summarizing file circulation within an organization and expressing how valuable 
a file is. According to the general procedure, the file ladder should document all file circulation, specifying 
the date and the documents involved. To guarantee the accessibility of a file, all documents should be num-
bered consecutively, starting with folios from the opening of the file to the most recent ones. If actions are 
required, documents and letters should be minuted, dated, and signed, clearly stating from whom the letters 
are coming and to whom they are directed. The same procedure is applicable to memos and other relevant 
records in the file. In addition to dates and signatures, incoming and outgoing correspondence requires 
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specific stamps: the organizational (incoming) and dispatch (outgoing) stamp. Once a file has been passed 
on to other record officers or stored in the records office, it should not contain either duplicated and draft 
documents or misfiled and miscellaneous items. Thus, completeness is a catch-all for the general handling of 
government files, assessing the completeness of the file ladder; the consecutive organization of folios within 
a file; the availability of minutes, memos, and other relevant documents; and the proportion of incoming and 
outgoing correspondence with dates, stamps, and signatures.

For the appraisal process in Liberia, we similarly searched for complete sets of PMS documents, with 
all three forms expected in the annual cycle, that echoed the above considerations regarding completeness. 
Specifically, we looked at how much information had been entered on the PMS forms and whether the civil 
servants’ listed work objectives were linked to their performance indicators, their performance reports, and 
their supervisor’s feedback.

Beyond completeness, evaluators assessed the quality of content in terms of the overall clarity of the file 
subject and the decision process. In Ghana, we assessed files along six margins:

 ● How clear is the background to issues?

 ● How clear is the outline of courses of action available or taken?

 ● Is the file organized in a logical flow?

 ● Are choices based on evidence in the file?

 ● Is it clear who should take action?

 ● What proportion of materials have a clear deadline?

In Liberia, we reviewed the extent to which civil servants’ objectives and performance indicators follow 
the required SMART framework: whether relevant elements were specific, measurable, achievable, relevant, 
and time-bound. We assessed files along six distinct dimensions:

 ● Are different/unique categories of objectives presented?

 ● Are these objectives specific/measurable/time-bound?

 ● Are there associated performance indicators/measures?

 ● What is the extent and quality of reporting on each of these measures?

 ● Did the manager give recommendations as to how to meet the objectives?

 ● Did the manager identify development needs and how they could be met?

We also made note of the scores given by managers in the appraisals to assess whether they were validated 
by the evidence presented in the appraisal documents and indicated a true distribution across the unit.

Table E.1 in appendix E presents the instrument used in Ghana to measure the quality of general 
 processes in government files. Files were assessed on the following sets of indicators:

 ● The comprehensiveness of reporting on the activity across the series of tasks (for example, “Where 
 applicable, are minutes, memos and other necessary records present and complete [including from 
whom, to whom and signature]?”)

 ● The sufficiency of the evidence and rationale following each of the decisions made (following the govern-
ment’s due process) (for example, “How would you characterise the quality of content you have in the file 
along the following margins? Choices are based on evidence in file.”)

 ● The overall commitment to effective processes of the unit as reflected in the file (for example, 
“In  general, to what extent does the file organisation adhere to government procedure? [Give an overall 
score from 0 to 100.]”).
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Table E.2 in appendix E presents the instrument used in Liberia to measure the quality of implementation 
of the appraisal process. Files were assessed on the following sets of indicators:

 ● The comprehensiveness of reporting across the series of appraisal forms (for example, “Which forms 
have been completed for Employee [Name]?”)

 ● The sufficiency of the evidence and rationale determining each of the appraisal scores given an employee 
(for example, “Comments are substantive and provide a quality assessment of officer’s contributions 
[even if discussion is that officer had to do work not in key objectives].”)

 ● The overall commitment to an effective appraisal process of the unit as reflected in the package of 
appraisal documents (for example, “When reviewing the whole set of appraisal forms for a unit/all those 
filled in by an appraiser, were there any of the following discrepancies in the set of appraisal forms for the 
unit? Objectives are very similar across forms.”).

External Process Productivity

To measure external process productivity, we tracked the timeliness of units’ responses to requests from the 
centralized service management agency (the OHCS or the CSA) and the completeness and quality of the 
responses. More specifically, we measured the following:

 ● The time it took for a unit to respond to the request

 ● The extent to which all officers on the staff roster for that unit were reported on

 ● The accuracy of the information (through spot checks, where possible).

In Ghana, the research team tracked request letters from three directorates of the OHCS to public service 
organizations and the date of delivery of their responses, before and after a clear deadline. The three direc-
torates asked organizations to share five different HR documents: promotion registers, training plans and 
reports, annual performance reports, the chief director’s (CD) self-assessment report, and a signed head of 
department/director’s performance agreement. The research team tracked organizations’ internal response 
time in the execution of a request, recording the period when minutes and memos were executed by sched-
ule officers and the final delivery to the OHCS.

In Liberia, over 400 bureaucratic units and divisions from 28 civil service organizations who were partici-
pating in an impact evaluation study were asked to submit personnel files to the CSA. This was done by sending 
a letter with a set of standardized personnel requests to these study units. The research team then looked at 
whether the units responded to the request and, if so, what their response time was as a measure of process pro-
ductivity. The survey firm BRAC assisted the CSA in handing out the letter that communicated this file request 
and in recording when unit representatives submitted their files in response. Personnel listings were submitted 
either as hard copies in person or via email to the CSA’s Management Services Directorate.

Data Collection

The exercise to assess internal process productivity in Ghana started in April 2018 and lasted for six months, includ-
ing a two-month pilot. In total, 763 files were assessed from 55 organizations. Randomly sampling across the four 
main administrative directorates and technical units, the research team audited files from 256 divisions and units.9

In Liberia, enumerators assessed the quality of PMS files completed in 2017–19 for the same 437 units that had 
participated in an impact evaluation study at that time. All Liberian civil servants were supposed to use the PMS 
process to track and improve performance management. The enumerators thus assessed whether all staff in each 
unit had completed the PMS forms each year and, if so, the quality of those forms. These three assessments each 
took place after the completion of the annual PMS process cycle in December 2017, 2018, and 2019.10 In total, civil 
servants employed in 437 units and divisions across 28 organizations were assessed on whether they had completed, 
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in full or in part, the PMS process in 2017–19. Survey data were collected for 7,419 bureaucrats across the three 
years, whereby 4,810 PMS files were found and could be assessed as a census of available documents (see table 13.2).

The exercise to assess external process productivity in Ghana started in February 2018 and ended in 
May 2019. In total, 750 letters were tracked during the data collection period sent to 31 ministries and 
departments in 2018 and 30 ministries and departments in 2019, requesting types of data specific to human 
resource management (HRM) and policy, planning, monitoring, and evaluation (PPME) organizational 
divisions. In Liberia, the exercise of requesting and tracking the receipt of personnel files to measure units’ 
responsiveness started on February 24, 2020, and concluded on March 24.

RESULTS

Internal Process Productivity in Government

Table 13.3 presents descriptive statistics for the procedural measures of process quality in Ghana, while 
table 13.4 presents statistics for the quality of the content of assessed files. We can see a substantial num-
ber of files were lacking in at least one of our categories, with only 3 percent of files having a complete or 
near- complete file ladder, 39 percent having close to the required minutes, and 9 percent having sufficient 

TABLE 13.2 Completion of PMS Forms, Liberia, 2017–19

PMS form type PMS in 2017 PMS in 2018 PMS in 2019

Form 1: Employee performance planning and progress review 1,440 1,655 1,232

Form 2: Employee self-assessment form 774 1,110 600

Form 3: Performance appraisal form 1,297 1,197 547

Individuals with at least one form 2,021 1,587 1,202

Individuals with forms 1 and 3 577 1,090 509

Individuals with all three forms 466 948 498

Source: Original table for this publication .
Note: PMS = performance management system .

TABLE 13.3 Procedural Characteristics of Assessed Files, Ghana

(1)
File ladder: 

 Completeness

(2)
File ladder: 

Transparency
(3)

Folios

(4)
Minutes and 

memos

(5)
Incoming 

letters

(6)
Outgoing 

letters

Proportion of files (0–19%) 0 .40 0 .70 0 .35 0 .04 0 .06 0 .72

Proportion of files (20–39%) 0 .33 0 .04 0 .07 0 .04 0 .04 0 .03

Proportion of files (40–59%) 0 .04 0 .04 0 .10 0 .15 0 .13 0 .03

Proportion of files (60–79%) 0 .05 0 .04 0 .18 0 .36 0 .32 0 .06

Proportion of files (80–100%) 0 .03 0 .03 0 .27 0 .39 0 .42 0 .09

Not applicable 0 .12 0 .15 0 .00 0 .01 0 .04 0 .07

Observations 763 763 763 763 763 763

Source: Original table for this publication .
Note: The table reports descriptives of the main dimensions of files’ procedural quality . Enumerators were asked to assess files on a 
Likert scale from 1 to 5, where 1 is “0–19%” and 5 is “80–100%,” evaluated on the following margins: “How complete is the file ladder?” 
(column 1), “Does each step in the file ladder have dates?” (column 2), “Are folios within the file organised and numbered consecutively?” 
(column 3), “Where applicable, are minutes, memos and other necessary records present and complete (including from whom, to whom and 
signature)?” (column 4), “What proportion of incoming correspondence has an organisational stamp/date/signature?” (column 5), and “What 
proportion of outgoing correspondence has a despatch stamp/date/signature?” (column 6) .
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FIGURE 13.1 Diversity in Level of Procedural Adherence across Organizations and 
Divisions, Ghana
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Source: Original figure for this publication .

TABLE 13.4 Content Characteristics of Assessed Files, Ghana

(1)
Background 

to issue

(2)
Course 
action

(3)
Logical 

flow
(4)

Choices

(5)
Action 
taken

(6)
Clear  

deadline

Score 1 0 .00 0 .00 0 .02 0 .02 0 .00 0 .08

Score 2 0 .08 0 .07 0 .14 0 .17 0 .07 0 .14

Score 3 0 .11 0 .09 0 .22 0 .14 0 .09 0 .08

Score 4 0 .60 0 .66 0 .47 0 .54 0 .66 0 .03

Score 5 0 .19 0 .16 0 .10 0 .11 0 .16 0 .69

Not applicable 0 .01 0 .02 0 .06 0 .03 0 .02 0 .00

Observations 763 763 763 763 763 763

Source: Original table for this publication .
Note: The table reports descriptives on the main dimensions of files’ content quality . Enumerators were asked to assess files on 
a Likert scale from 1 to 5, where 1 is “Very poor” and 5 is “Very good,” evaluated on the following margins: “Background to issue” 
(column 1), “Clearly outlining what courses of action are available or taken” (column 2), “The file is organised in a logical flow” 
(column 3), “Choices are based on evidence in file” (column 4), and “Clarity on who should take actions at each stage” (column 5) . 
In column 6, enumerators were asked to indicate the proportion of files with a clear deadline .
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FIGURE 13.2 Diversity in Content Scores across Organizations and Divisions, Ghana
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copies of outgoing letters. There is substantial room for improvement. Similarly, only 19 percent of files 
got the highest score in terms of the background they provided to issues, and 10 percent the highest score 
for logical flow of the argument. In general, the average level of organizational file adherence to public 
 procedure is poor.

Figure 13.1 showcases how process quality varies across Ghanaian organizations. We average the scores 
for variables shown in table 13.3 into a single index and plot organizational averages of these scores as dark 
blue dots. There is a substantial degree of variation in the quality of adherence to processes across organiza-
tions. We also plot, stacked vertically at the “rank” of each organization, the scores for individual divisions 
within those organizations as light blue dots. Thus, the dispersion of the light blue dots around the dark blue 
dots indicates the degree of variation in process quality within an organization. We take a similar approach 
to the quality of content in figure 13.2, which summarizes an index created using the measures outlined in 
table 13.4.

We see a relatively high level of variation across organizations but also within organizations, with those 
in the middle of the distribution having some units whose process productivity is as bad as the average of 
the worst-performing organizations. At the same time, there is clearly some degree of correlation between 
an organization’s score and its divisions, indicated by the proximity of the light blue dots to the dark 
blue ones.

Together, these descriptive statistics tell us that though the general level of process quality is poor, there 
are some organizations that are able to raise the general standard for processes within their institutions. 
Though there are still some units that deviate from those practices (either positively or negatively), processes 
seem to be influenced by organizational practice.
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The descriptives also indicate that some areas of process are of higher quality than others. Most of the 
files presented a blank or not fully complete file ladder, suggesting that organizations were not correctly 
reporting information on file movement (column 1). About 50 percent of files consecutively numbered 
folios, while around 40 percent poorly or very poorly organized documents (column 3). A high pro-
portion of memos and minutes on documents were correctly compiled in 75 percent of sampled files 
( column 4). Looking at correspondence, incoming letters were in general aligned with government 
procedure, presenting a precise date, a clear signature, and an organizational stamp in 75 percent of cases 
(column 5). By contrast, outgoing letters were usually poorly compiled: 80 percent of the files show a high 
percentage of outgoing letters without a dispatch stamp, reflecting an unofficial rule to stamp envelopes 
rather than letters (column 6).

Likewise, some components of content quality in Ghana fare better than others. About 80 percent of the 
files had a clear or very clear background to issues (column 1) and clearly outlined what courses of action 
were available or had been taken (column 2). The files were organized in a logical flow in 57 percent of the 
cases (column 3), and choices were based on evidence recorded in the documents in 65 percent of the cases 
(column 4). Documents clearly stated who should take action at each stage in 70 percent of the files in the 
sample (column 5). On the other hand, the proportion of documents with a very clear deadline is also on the 
extreme, suggesting either that when documents required a deadline, this was clear, or that some documents 
did not have a deadline even though required (column 6).11

To what extent are those files that adhere to procedures most strongly also those that have a higher qual-
ity of content? Figure 13.3 presents a scatterplot (with one dot for each file we study) of the content quality 

FIGURE 13.3 Relationship between Adherence to Procedure and Quality of 
Content, Ghana
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score against procedure quality. We see from the trend line that the relationship is positive, and the correla-
tion is 0.48. However, it is also clear from the figure that there is a high degree of variation, with files that are 
well organized but with weak arguments, and vice versa.

In the Liberian civil service, only a fifth of public officials in the units assessed went through the PMS, 
reflecting an even weaker adoption of proper procedure in practice in the service.12 However, when looking 
at the units that successfully adopted the PMS practice, on average 68 percent of civil servants working in 
the unit completed at least one of the PMS steps.13 Table 13.2 illustrates that most staff who utilized the PMS 
process together with their supervisor completed their initial work plans and midyear assessments (Form 1) 
and, to a lesser degree, the end-of-year performance appraisal (Form 3). However, less evidence was found of 
staff assessing their own performance. This is an important piece of the process to ensure that appraisals are 
fair and the staff are engaged in and buy into the process. Ultimately, 60 percent or less of those who imple-
mented the PMS did so by completing all three required forms. Overall use of the PMS also appears to have 
peaked in 2018, then fallen in 2019.14 Hence, completion rates could improve.

Issues around form completeness further hindered enumerators’ ability to assess the quality of the 
content in the forms found. The proportion of forms in which all compulsory sections had been filled in 
decreased from 84 percent in 2017 to 58 percent in 2018 and 39 percent in 2019. Furthermore, peaking at 
50 percent when assessing 2018 forms, enumerators said that they had all the information they needed to 
assess quality for only 25 percent of the 2019 forms (see table 13.5). On a positive note, the proportion of 
files stored without a filing system decreased to just 5 percent of all forms found. Even so, table 13.6 shows 
how a lack of information in the files; poorly organized and at times missing pages; and, to a lesser extent, 

TABLE 13.5 Sufficiency of Information for Assessing Quality of PMS Forms, Liberia

Did enumerators have all needed information to assess quality?
PMS in 
2017

PMS in 
2018

PMS in 
2019

Have information needed 743 (37%) 795 (50%) 300 (25%)

Am missing information, but it is not critical to decision on quality 586 (29%) 533 (34%) 521 (43%)

Struggle to make judgment on form quality because of limited information 693 (34%) 259 (16%) 381 (32%)

Observations total 2,027 1,587 1,202

Source: Original table for this publication .
Note: The table shows the number of total observations where true, with the percentage of total observations made in parentheses . 
Five enumerators refused to answer questions in a survey on the PMS in 2017 . PMS = performance management system .

TABLE 13.6 Challenges in Judging the Quality of PMS Forms, Liberia

Form quality issues PMS in 2017 PMS in 2018 PMS in 2019

No challenges encountered 0 .43 (0 .50) 0 .58 (0 .49) 0 .36 (0 .48)

Little information in file 0 .42 (0 .49) 0 .28 (0 .45) 0 .49 (0 .50)

Poorly organized form 0 .15 (0 .35) 0 .20 (0 .40) 0 .16 (0 .37)

Some pages were missing 0 .12 (0 .33) 0 .11 (0 .31) 0 .11 (0 .31)

Poor level of legibility 0 .10 (0 .30) 0 .11 (0 .32) 0 .10 (0 .30)

Lack of coherence 0 .09 (0 .28) 0 .04 (0 .19) 0 .08 (0 .27)

Subject matter difficult to judge 0 .07 (0 .25) 0 .01 (0 .09) 0 .02 (0 .14)

Total observations 2,027 1,587 1,202

Source: Original table for this publication .
Note: The table shows means, with standard deviation in parentheses . PMS = performance management system .
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ineligible, incoherent forms made it difficult to assess the PMS files’ quality. This goes to show how a process 
to map and guide staff performance improvement, such as the PMS, is only as valuable as the level of detail 
and actionable observations recorded in the PMS forms.

Table 13.7 indicates that civil servants and their supervisors got better, at least initially, at develop-
ing SMART objectives and targets, which were then followed up on in midyear and end-of-year progress 
reports—even if their ability to develop time-bound goals could improve. However, table 13.8 suggests that 
supervisors could improve at providing practical advice and guidance to their staff through constructive 
feedback on how they could improve.

Looking at how well staff adopted the SMART objectives as one measure of the quality of the PMS pro-
cess across organizations and units, figure 13.4 shows substantial variation in adoption. We create an index 
across different measures of the quality of the performance objectives by averaging the number that meet the 
relevant criteria. As with the Ghana data, we then take averages of those numbers at the unit and organiza-
tional levels. Figure 13.4 illustrates how effectively different organizations have implemented the appraisal 
process, with some organizations articulating their staff ’s entire work plan in a single objective. Within these 
organizations, we see substantial variation, dwarfing the variation across organizations. In the case of the 
Liberian PMS, process productivity seems to be highly influenced by unit staff.

Drilling down into two of the specific features of SMART indicators—the extent to which they are rele-
vant and measurable—we repeat our analysis but restrict it to the proportion of indicators that were deemed 
relevant and measurable by our assessors. Figure 13.5 shows that there is once again significant variation 
across organizations but a similar scale of variation across units within organizations. Thus, again we see 
evidence that factors at the unit level substantially influence the quality of the PMS process.

TABLE 13.7 Formulating and Reporting on Objectives and Targets, Liberia

SMART objectives and targets PMS in 2017 PMS in 2018 PMS in 2019

Percent of objectives that are specific 0 .92 (0 .21) 0 .97 (0 .10) 0 .94 (0 .16)

Percent of objectives that are measurable 0 .65 (0 .42) 0 .74 (0 .38) 0 .56 (0 .43)

Percent of objectives that are timebound 0 .32 (0 .40) 0 .34 (0 .41) 0 .23 (0 .36)

Percent of objectives with progress report (midyear) 0 .88 (0 .30) 0 .95 (0 .19) 0 .81 (0 .38)

Percent of objectives that were met/achieved (midyear) 0 .81 (0 .34) 0 .72 (0 .41) 0 .61 (0 .44)

Percent of targets that relate to objectives 0 .92 (0 .19) 0 .93 (0 .18) 0 .94 (0 .17)

Percent of targets that are measurable 0 .41 (0 .47) 0 .66 (0 .43) 0 .54 (0 .45)

Total observations range 924–1,358 1,394–1,545 1,010–1,165

Source: Original table for this publication .
Note: The table shows the means and standard deviation in parentheses . PMS = performance management system .

TABLE 13.8 Quality of Supervisors’ Feedback, Liberia

Quality of feedback PMS in 2017 PMS in 2018 PMS in 2019

Supervisor gave recommendations on how to meet objective 0 .66 (0 .48) 0 .58 (0 .49) 0 .40 (0 .49)

Supervisor identified development needs of the employee 0 .48 (0 .50) 0 .43 (0 .50) 0 .41 (0 .49)

Supervisor recommended activities to build employee’s capacity 0 .44 (0 .50) 0 .41 (0 .49) 0 .36 (0 .48)

All objectives are reported on 0 .64 (0 .48) 0 .72 (0 .45) 0 .23 (0 .42)

All comments are substantive 0 .38 (0 .49) 0 .41 (0 .49) 0 .27 (0 .44)

All comments are constructive 0 .25 (0 .43) 0 .31 (0 .46) 0 .04 (0 .19)

Total observations range 943–1,353 1,069–1,544 510–1,010

Source: Original table for this publication .
Note: The table shows the means and standard deviation in parentheses . PMS = performance management system .
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FIGURE 13.4 Average Number of SMART Objectives Identified in Appraisal Forms, 
Liberia
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FIGURE 13.5 Average Number of Relevant and Measurable Indicators Identified in 
Appraisal Forms, Liberia
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External Process Productivity in Government

We now turn to the results of our assessments of external process productivity. Figure 13.6 shows the average 
number of days it took an organization (dark blue dots) to submit a response to the various requests made 
by the OHCS in 2017 and 2018 (y axis), with the organizations ranked by overall speed (x axis). Once again, 
we also present averages for the units within those organizations (light blue dots stacked vertically at their 
organization’s ranking), but given that many such requests must be sent by the centralized dispatch office of 
the organization, we see a lot of clustering in the unit averages. A negative number on the y axis implies that 
the submission was received before the deadline (represented by 0 on the y axis).

Perhaps a third of organizations in Ghana’s public service who eventually responded met the deadlines 
set by centralized entities. A minority of organizations were fully unresponsive and thus are not displayed 
in figure 13.6. However, even among those who eventually responded, perhaps a quarter did so a month or 
more late. Such delays impact the ability of central organizations to continue activities for which they require 
external information.

Turning to quality, figure 13.7 shows the completeness of the submissions received by the OHCS. 
The y axis displays the proportion of requests for which an organization (dark blue dot) or unit (light blue 
dot) submitted the required information. Here, organizational and unit averages are less closely related, since 
central dispatch offices will rarely mediate the quality of submissions. A few ministries, departments, and 
agencies submitted more than 80 percent of the data requested by the OHCS, and some units submitted all 
the  information, while others submitted less than 20 percent of the information requested. The average level 
of quality is rather low, with the median organization submitting just over 60 percent of the information 
requested. All of this has knock-on effects on the capacity of the OHCS to undertake its work.

A similar picture is found in Liberia. Though not displayed here, we find similarly low responsiveness to 
centralized requests, with an even greater number of organizations simply not submitting any response at all. 

FIGURE 13.6 Diversity in Number of Days to Receive Requested Information from 
Organizations and Divisions, Ghana
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Of the 348 units across government that we confirmed received the CSA’s request, 30 units responded, 
21 (70 percent) within the deadline. The quality of those submissions is even more limited, with many con-
taining little to no usable information. Trying to undertake personnel policy making when your colleagues 
in the rest of the service simply refuse to answer your requests for information must be challenging.

CONCLUSION

This chapter has put forward a framework for measuring process quality in public administration: identify-
ing evidence of transparent, logical, and equitable decision-making throughout government. Though it is a 
fundamental part of the activities of the public sector, the quality of public officials’ work processes has rarely 
been measured for government analytics. This drives assessments of government functioning and produc-
tivity toward frontline services and limits analysts’ capacity to assess where in the long chain of government 
processes dysfunction might be occurring.

We have distinguished between internal process productivity, the quality of administrative processes 
for activities confined within a particular administrative unit, and external process productivity, the qual-
ity of administrative processes for activities in which units interact. We have made this distinction because 
accountability and professional dynamics vary distinctly between the two cases but also because appropriate 
measurement varies as well. We have then applied our framework to two case studies, concerning general 
government processes in the government of Ghana and the appraisal process in the government of Liberia. 
We have shown that in these settings, the quality of government processes is generally poor but highly 
varied, with some organizations and units effectively adhering to government processes and a higher overall 
quality of administration.

FIGURE 13.7 Diversity in Proportion of Required Files Submitted by Organizations 
and Divisions, Ghana
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Such measures of process quality in public administration open up three areas of government analytics: 
assessments of variation in process quality and associated productivity within and across organizations in 
the same country, comparisons of process quality across countries, and assessments of public sector process 
quality over time. In this way, government analysts can pinpoint where government procedure is not being 
adhered to, how different processes relate to public sector productivity, and what the dynamics are across 
individuals and organizational units.

Strengthening the quality of government processes would require increasing and updating the 
knowledge of public officials on appropriate ways of handling government work, strengthening senior 
officers’ supervision, and reinforcing their capacity to hold staff to account for poorly adhering to gov-
ernment  processes. As the world’s public administrations become increasingly digital, the ability to detect 
substandard processes will become more automated, but the continued assessment of which processes lead 
to improved productivity will require the use of this information for analysis. We hope this chapter has 
 provided a  framework for such work.

NOTES

  The authors gratefully acknowledge funding from the International Growth Centre; Economic Development and 
Institutions; the World Bank’s i2i initiative, Knowledge Change Program, and Governance Global Practice; and the 
USAID-, Sweden-, and World Bank–sponsored Liberia Public Sector Modernization Project. We thank Nyetuan Mulbah, 
Francesco Raffaelli, and Andre Cazor Katz for excellent research assistance and the heads of Ghana’s and Liberia’s civil 
services under which the work was implemented, Nana Agyekum-Dwamena (Ghana) and Puchu Leonard and James 
A. Thompson (Liberia). We thank Mrs. Rejoice Dankwa, Mr. Godwin Brocke, Patience Coleman, Stefan Dercon, Erika 
Deserranno, Aisha Nansamba, Dorothy Kiepeeh, Smile Kwawukume, Vincent Pons, Imran Rasul, and George B. Wah for 
their guidance. All errors are our own. Finally, this paper was published after the passing of our coauthor, Felix Nyarko 
Ampong, and we therefore dedicate the work to him.

 1. See the measures under “Instructional leadership” in table 29.3 of chapter 29.
 2. It should be noted that some of the indicators of proper procurement and customs procedures are versions of measures of 

process productivity.
 3. Frontier empirical evidence on what bureaucrats do showcased in chapter 17 implies that almost three-quarters of 

bureaucratic work is related to undertaking bureaucratic processes, such as monitoring, training, and personnel 
management; financial and budget management; and so forth. It would seem that process productivity is key to the 
productivity of the public sector.

 4. An intermediate approach is Hollyer, Rosendorff, and Vreeland (2017), who use reporting to the World Development 
Indicators as a measure of government transparency.

 5. The OHCS has a Public Records and Archives Administration Department (PRAAD), whose aim is to facilitate and 
promote good government processes and record-keeping practices across ministries and departments. Officials are trained 
in relevant processes upon entry to the public service, as well as at regular in-service trainings.

 6. At the end-of-year review, employees are supposed to assess their own performance against 10 servicewide standards in 
what we refer to as Form 2. They are further assessed by their supervisors on these 10 servicewide indicators, as well as on 
their individual overall performance and behavior in the workplace, in Form 3.

 7. Importantly, there have been efforts to engage on the PMS between CSA and ministries or agencies, to train hundreds 
of supervisors and staff on the PMS cycle, and to assign individuals in each public agency to act as focal points on issues 
related to the rollout of the PMS. Still, limited political will to adopt the process in a timely manner; its paper-based format; 
and disconnect from any recognition, rewards, or sanctions system remain persistent challenges.

 8. We employed senior and retired civil servants in Ghana to review the extent to which randomly chosen unit files followed 
appropriate government processes, whereas, in Liberia, this was done by enumerators from an external survey firm.

 9. The sampled files were assessed by three assistant management analysts from the Management Services Department of the 
OHCS. During the piloting period, the tool was adjusted and improved to reflect the records management practices within 
the Ghanaian civil service. Files in the sample are indicatively opened in 2015, not confidential, and not related to personal 
or financial subjects.

10. The files were assessed by enumerators from Liberia-based survey firm BRAC.
11. In this case, the tool allowed a “not applicable” option. In 54 percent of the files assessed, documents did not require a 

specific deadline.
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12. With an estimated total workforce of 7,099 in the units assessed, based on 2017 staff lists, only 28 percent, 22 percent and 
17 percent of staff had completed at least one of the PMS forms in 2017, 2018, and 2019, respectively.

13. In the units with any adoption in that year, 65 percent, 67 percent, and 71 percent of staff had filled in at least one PMS 
form in 2017, 2018, and 2019, respectively.

14. A new administration came into office in 2018, and numerous pay reforms that resulted in pay cuts for some in 2018 and 
2019 may have impacted civil servants’ motivation and prioritization of the PMS process.
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SUMMARY

Many government agencies have multidimensional missions, in which achieving one objective can reduce 
the attainment of another organizational objective . This presents particular challenges to government ana-
lytics . Incomplete measurement of objectives risks encouraging the attainment of the measured objectives 
while unknowingly impairing other objectives . This chapter showcases how government analytics can be 
applied in such contexts, using the example of customs agencies . Customs agencies typically have three 
core objectives: facilitating trade, collecting revenue, and ensuring the security and safety of the goods 
entering or exiting the country . Attaining one objective (for example, the greater safety of traded goods) 
can come at the expense of another (for example, facilitating trade) . This puts a premium on the effective 
measurement of all dimensions of a customs mission, which requires triangulating different data sources . 
This chapter showcases how this can be done, deriving indicators for trade facilitation (for example, the 
costs of the process—in particular, time delays), revenue collection (for example, trade volume and reve-
nue collected based on the assessed value), and safety (for example, the number of goods in infraction 
seized) . The chapter also underscores how a wider use of the customs database itself could help measure 
performance, by combining it with other data collection methods, such as the World Customs Organization 
(WCO) Time Release Study (TRS) and exciting developments in GPS tracking data .

CHAPTER 14

Government Analytics 
Using Customs Data
Alice Duhaut

ANALYTICS IN PRACTICE1

 ● Government organizations with multidimensional missions—such as customs—typically need to 
integrate multiple data sources to ensure they measure performance holistically and avoid measuring 
and focusing on some goals but not others. In customs, the efficiency of the border-crossing process, 
and the customs agents and other agencies involved in it, should be evaluated with both traditional 
tools—the World Customs Organization (WCO) Time Release Study Plus (TRS+) and monitoring and 
evaluation metrics—and new or underused data sources—such as GPS data—to provide a way to reduce 

Alice Duhaut is an economist in the World Bank’s Development Impact Evaluation (DIME) Department.
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the cost and increase the frequency of the indicators used to monitor border activities. An important 
element of the consolidation is to ensure the validity of the data used, match the relevant time stamps to 
the mapped process, and program indicators and queries to automatize reports.

 ● Data from different sources are likely to provide a different view, and even different takes, on the 
process. Measurement validation and triangulation are important components in analyzing customs 
data. It is thus important to invest in understanding the data routinely collected and to analyze them 
outside of survey periods. To complement the measures derived from the traditional TRS+, we 
recommend using customs database data to study time delays under customs’ or other border agencies’ 
control and the revenue collected. This requires understanding the full customs process and ensuring 
entries are not duplicated or incomplete, as might be the case if customs declarations for a shipment can 
be resubmitted under a different regime (for example, when the importer wants the goods to leave the 
warehouse and be released).

 ● Data should be standardized and rendered into reports for easy and fast consumption. Standardization 
of the extraction process, indicators, questions, and data treatment helps reproduce reports at a high 
frequency. From user surveys, information on the performance of the customs agent can also be 
collected.

 ● Valuation of goods in customs is challenging. To provide a holistic assessment, there are multiple 
techniques available to measure the value of goods in customs. In particular, comparing the value 
of goods when they leave a country of origin to their destination may assist in identifying the true 
value of goods. While valuation is a difficult process, and the World Trade Organization (WTO) rules 
describe how individual items’ values should be evaluated, comparing what is declared at a country’s 
borders to what is declared for similar goods of similar origin in peer countries can provide information 
on international trade taxes, the duties and excises collected, and the timeliness of the process. This 
indicator can flag where the value collected at customs is lower than expected.

 ● Time is an important consideration in customs, but the relevant checkpoints along the customs process 
against which it is measured must be defined (for example, if the clearance of the goods is considered 
the endpoint of a time analysis). Time delays can be studied in association with the mapping process 
to determine the relevant operations: one common operation studied based on Automated System for 
Customs Data (ASYCUDA) data is the time between assessment and clearance excluding the payment 
of taxes and duties. This exclusion is important because payment issues can be the cause of a lot of the 
delays, and such findings would have different policy implications.

INTRODUCTION

Many government agencies have multidimensional missions, in which achieving one objective can reduce 
the attainment of another organizational objective. For instance, in some countries, financial regulators 
are mandated to develop financial services while also protecting consumers, or environmental agencies 
are mandated to both protect and develop natural resources. Organizations with such multidimensional 
missions with conflicting goals present particular challenges to government analytics. Incomplete measure-
ment of objectives risks encouraging the attainment of the measured objectives while unknowingly impair-
ing other objectives. Yet different objectives can often only be measured through very different types of 
data. This chapter showcases how government analytics can be applied in such contexts, using the example 
of customs agencies. By showcasing the integration of different data sources to measure multidimensional 
mission attainment holistically, the chapter complements other chapters in The Government Analytics 
Handbook that detail the use of one particular form of data—such as case data in chapter 15 or task data 
in chapter 17.
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Among agencies tasked with multidimensional missions, customs is arguably a key one. Customs oper-
ations are located within the international borders of a country and are responsible for the processing of 
export and import goods. This includes several steps, from reviewing goods declarations to risk assessments, 
inspections, clearance, and risk collection. Revenue collection from customs is particularly important in 
low- and middle-income countries. Frequently, it represents a substantial share of state revenue and, at 
times, is also used for collecting fees requested by other government agencies.

In high-income countries, customs and other import duties represent, on average, 3.8  percent of state 
revenue, but, as illustrated in map 14.1, this value rises for countries with lower average incomes. For 
upper-middle-income countries, it stands at 8.9  percent, for lower-middle-income countries, at 11  percent, 
and for low-income countries, at 20  percent. For some countries in Sub-Saharan Africa, South Asia, and 
the Pacific islands, customs and import duties provide over one-third of all tax revenue. In addition to its 
key role in revenue collection, customs ensures borders’ integrity and is the point of entry for goods coming 
into or going out of the country. For these reasons, the performance of customs operations has substantial 
implications on the fiscal sustainability and trade engagement of countries. The challenge of improving 
customs performance can thus be viewed from the vantage point of the following three distinct missions: 
the facilitation of trade across borders, the collection of revenue, and the protection of the safety of people 
and the security of goods coming through the borders. Working toward these three missions simultane-
ously involves trade-offs: making progress toward one goal can undermine the achievement of another. 
For example, facilitating trade means improving the customs process to reduce its total duration, includ-
ing inspection and screening times. If the frontline agents were to perform fewer inspections, this would 
lead to a faster border crossing. However, this would likely have revenue implications, as proper product 
 classification and tax collection would be more prone to errors.

Examples of initiatives undertaken toward those three key objectives, as well as some associated 
 challenges, are illustrated in box 14.1 on the case of Malawi.

This puts a premium on measuring the performance of agencies with multi-dimensional missions—
such as customs—holistically to ensure these trade-offs are accounted for. With this in mind, this chapter 
provides an empirical guide to assessing customs performance across these three objectives, as well as 

MAP 14.1 Customs and Other Import Duties as a Percentage of Tax Revenue

Source: World Development Indicators (latest available values) .
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BOX 14.1 Interactions with Other Agencies: The Case of Malawi

The Republic of Malawi is a landlocked country in southeastern Africa (see map B14 .1 .1) . In Malawi, 
14 agencies are present at the border . The agencies perform the inspections related to their missions: 
for instance, the Malawi Bureau of Standards ensures that the foodstuff coming in to the country respects 
Malawian standards . Together, these agencies strive to improve performance as related to the three 
 principal objectives of customs operations below:

Trade facilitation: Malawian customs agents strive to improve the flow of goods and services across the 
border . One example of their efforts in this sphere is upgrading to the Automated System for Customs 
Data (ASYCUDA) World system in 2018 . The new system facilitates trading across the border by, among 
other things, allowing web access for businesses, enabling the round-the-clock submission of customs 
declarations, and providing customized data extraction features .

MAP B14.1.1 Location of Malawi

Source: World Bank .

Revenue collection: Customs and other revenue duties collected in Malawi were equal to MK 88 .3 billion 
in 2019, which represented 8 .9  percent of all state tax revenue .

Protection of the safety of people and security of goods coming through the borders: The Malawi 
Revenue Authority restricts the import of certain classes of goods by requiring import licenses . These 
include military uniforms, ammunition and guns, fertilizer, pharmaceuticals, gold, and several types of food-
stuff . In addition, all animals and animal products need to be certified as disease-free . Importation of most 
types of meat products further requires prior written permission from the Minister of Industry and Trade .

(continues on next page)
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outlining the diverse data necessary to perform these assessments. There are multiple choices available 
for practitioners when building both performance indicators and customs databases. Practitioners should 
prioritize indicators that enable them to accomplish a particular policy objective, while considering the data 
and human resources constraints they face when developing them. Because modifications in how customs 
operates affect other policy areas—trade policy and fiscal revenue—any change in how data are ingested and 
consumed should be coordinated with other government agencies.

The chapter is structured as follows. First, it provides institutional context on how customs operates 
and the international policy framework governing customs data collection and trade policy. Section 3 
reviews the academic literature on customs, emphasizing its role in trade facilitation and fiscal revenue. 
Section 4 outlines the data infrastructure requirements for analyzing customs performance and generating 
 indicators. Section 5 presents different types of indicators used to measure customs performance, and the 
final section concludes.

INSTITUTIONAL CONTEXT

Customs Process Overview

The customs process follows a linear structure, from the formal declaration of goods to the payment of taxes 
and exit. The process starts with the submission of a goods declaration to the customs administration by the 
importer or exporter, or by a broker acting on behalf of the importer or exporter (figure 14.1). This can be 
done remotely or at the border, depending on the country. The goods declaration usually lists a description 
of the items, with the classification, weight or quantities, origin, and value of the items in the shipments. 
Supporting documents, such as an invoice and bill of landing, are submitted along with the declaration. In 
addition, the customs declaration contains the declarant’s assessment of the taxes and duties to be paid.

The next step is risk assessment. This step can take place before the submission is made or when it is 
made, as soon as the goods arrive at customs. An initial screening is conducted through a customs database 
risk model, analyzing the risk level of a declaration and issuing recommendations at the product level. The 
risk department usually issues a color-coded clearance channel, in which the color indicates whether the 
documents or the goods have to be inspected, sends flags for potential fraud or discrepancies in the declara-
tion, and, potentially, sends comments to help the inspector assess the correct valuation of the shipment.

The customs process then moves to the assessment of the declaration by an inspector. Based on the 
documentation submitted by the declarant and the diagnostics provided by the risk department, the inspec-
tor can overrule the clearance channel recommendations. If the green channel is recommended, nothing 
happens, and the shipment goes through customs uninspected. If the yellow channel is recommended, the 
documents submitted along with the goods’ declaration are reviewed. If the red channel is recommended, 
the goods are inspected—either by scanning the container or opening the cargo. Based on the information 

In the future, the agencies will be connected to the customs database, and customs will perform joint 
inspections . While the reduction in the number of agencies at the border is likely to reduce the burden 
on drivers or transporters, customs will also have more responsibilities, and measuring their performance 
after the reform against the preintervention situation might be complicated . It is thus necessary to create 
indicators that will reflect the scope of the mission as well as be easy to implement with the existing data .

BOX 14.1 Interactions with Other Agencies: The Case of Malawi (continued)
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accumulated, the inspector produces a report on the declaration. The report lists any adjustments to the 
classification of the goods, the origin, product characteristics or quantity, and, importantly, the value 
assessed, as well as the taxes and duties to be paid. It can also include penalties to be paid in case of fraud.

In the last two stages, the goods are cleared and the taxes and duties are paid. The goods are released 
upon proof of payment. The term clearance means the accomplishment of all formalities necessary to allow 
goods to enter home use or to be exported. Release means that the goods are physically placed at the disposal 
of the transporter or importer.

 International Trade Policy Framework

While work to efficiently regulate customs operations is done on the domestic front by customs authorities, 
international organizations play a significant role as well. Since trade is, by nature, the international flow 
of goods, multiple international trade policy frameworks have been designed to regulate it and provide 
guidance for domestic customs authorities. These frameworks have been built and advocated for by a set of 
international organizations, including the World Trade Organization (WTO), with its rules on customs val-
uation, the World Customs Organization (WCO), the voice of the international customs community, and 
the United Nations Conference on Trade and Development (UNCTAD). This section provides practitioners 
with an overview of these different international trade policy frameworks and agreements.

The WTO trade facilitation agreement (TFA) reached at the 2013 Bali Ministerial Conference includes 
provisions related to customs operations. Intended to expedite the movement, release, and clearance of 
goods, the agreement sets up procedures for effective communication between customs authorities and 
other entities directly involved in customs compliance issues. As a result, all WTO members can benefit 
from technical assistance and capacity building related to any area of everyday customs work. In particular, 
the TFA, which finally entered into force in February 2017 after being ratified by two-thirds of WTO mem-
bers, was followed in July 2014 by the launch of another important tool, the Trade Facilitation Agreement 
Facility (TFAF). It was the first time in WTO history that the obligation to implement an agreement was 
linked to the capacity of the country to do so.

The mission of the WTO and other international organizations, such as the WCO, is broad. The WTO 
and WCO cooperate on a number of initiatives: customs valuation, market access, rules of origin, infor-
mation technology agreement, and trade facilitation. Among numerous examples of such cooperation is 
the WTO’s Agreement on Customs Valuation, which established the Technical Committee on Customs 
Valuation under the rule of the WCO. In the area of technical assistance, according to the WTO, the main 
focus remains on negotiations surrounding technical assistance. Another example is the Harmonized 
Commodity Description and Coding System, or “Harmonized System,” a classification of goods under the 
lead of the WCO, which the WTO thoroughly follows. Established by the Tokyo Round agreement, the 
WCO’s Technical Committee on Customs Valuation and the General Agreement on Tariffs and Trade 
(GATT) and WTO Committee on Customs Valuation provide advice and case studies on customs valu-
ation. These international efforts provide a legal framework to regulate customs operations so that each 
member state determines the value of goods in a neutral and uniform way.

FIGURE 14.1 Diagram of Customs Process
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Source: Original figure for this publication .
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Historically, general principles for an international system of valuation were established under the GATT 
Article VII. The agreement sets the actual value of a good, the price at which merchandise is sold under 
competitive conditions. It was the first agreement for customs valuation that highlighted the importance of 
competitive conditions for the determination of the sale price and stated that the price under established rules 
should be related to either comparable quantities or quantities not less favorable. At the same time, the need to 
simplify and harmonize international trade procedures coexists with growing pressure from the international 
trading community to minimize the intervention of the government in commercial transactions (Widdowson 
2007). WTO rules on customs valuation highlight the discretionary autonomy that customs authorities must 
retain to fulfill their duties in promoting food safety and security and fighting illegal practices.

Measurement of time as a critical component for efficient customs operations has been dictated by 
the WCO Time Release Study (TRS) as well. The TRS is a methodology to measure, using data-driven 
approaches, the time that it usually takes to release cargo. It is a part of the Performance Measurement 
Mechanism (PMM) thoroughly monitored by WCO. Aimed at data-driven decision-making, the TRS helps 
customs agencies see opportunities for further improvement of the processes involved in realizing and 
accepting cargo.

THE MULTIDIMENSIONAL MISSION OF CUSTOMS AGENCIES

The mission of customs agencies typically translates into three core objectives: trade facilitation, fiscal reve-
nue, and security and food safety. In outlining these objectives, this chapter presents evidence from research 
exploring how these goals can be pursued, as well as a detailed discussion of their analytical approach. The 
first cluster of research studies examines the role of customs and nontechnical barriers in trade facilitation. 
The second subsection provides an extensive discussion of customs as a source of fiscal revenue, with its 
associated challenges in fighting fraud and illegal practices, such as corruption. The last subsection presents 
studies that improve our understanding of how customs can promote product safety and ensure security.

Objective One: The Role of Customs in Trade Facilitation

Scholarly interest in customs research stems from its potential to serve as a tool for trade facilitation. What 
follows is an overview of the evidence to date. For example, Fernandes, Hillberry, and Alćantara (2021) 
evaluate Albanian reforms that sharply decreased the number of physical inspections of import shipments. 
There are clear indications that reduced inspections increase imports substantially. And there is no com-
pelling evidence that the reforms gave rise to evasive behaviors. Similarly, for exports, Martincus, Carballo, 
and Graziano (2015) focus on time as a critical barrier to trade. Using a unique data set that consists of the 
universe of Uruguay’s export transactions over the period 2002–11, they demonstrate that delays have a 
substantial negative impact on firms’ exports. Furthermore, this effect is more pronounced for newcomers.

A seminal research paper that looks at the measurement of time as an instrumental component for the 
efficient functioning of customs is by Djankov, Freund, and Pham (2010). The authors examine how time 
delays affect export volumes. To measure time, the total export delay is considered. This means that the time 
delay does not include the time spent in a home country, on procedures, or in transit. It consists of the time 
spent when a container is at the border, transportation from the border to the post, and getting to the ship. 
The logic is that trade volumes can impact home country trade times; the effect on transit times abroad is 
likely negligible. Nevertheless, Djankov, Freund, and Pham (2010) estimate a difference gravity equation 
showing that each additional day a product is delayed prior to being shipped reduces trade by more than 
1  percent. Delays have a relatively more significant impact on exports of time-sensitive goods, such as per-
ishable agricultural products. Hence, it is important to measure and study how changes in customs opera-
tions can facilitate trade.
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Objective Two: Customs as a Source of Fiscal Revenue

Another key policy objective for customs offices is increasing fiscal revenue. Several studies discuss interven-
tions and propose mechanisms to improve local tax collection practices or incentivize inspectors posted in 
a given tax collection location. This is not surprising since there is evidence that trade tax revenues collected 
at the border constitute a large part of GDP, particularly for developing, low-income countries. Baunsgaard 
and Keen (2010) show, using a panel of 117 countries, that the inability to find alternative sources of reve-
nue may hinder trade liberalization. Results suggest that high-income countries recovered from the revenue 
they lost during the past wave of trade liberalization, but the same does not apply to emerging markets, 
where recovery from trade liberalization is weaker.

Another major issue is the presence of tax evasion and corruption in customs administrations. Defining 
corruption following Bardhan (2006), Dutt and Traca (2010) show that in most cases, corrupt bureaucrats 
tax trade through either extortion or evasion. The former refers to a bureaucrat’s demanding bribes from 
exporters for doing his duties, while the latter refers to a situation in which an exporter pays off a public ser-
vant to receive preferential treatment, like a lower tariff rate or the lowering of regulatory standards. Evasion 
may be trade-enhancing in an environment with high tariffs because it allows an exporter to effectively 
reduce the tariff rate by paying a bribe. However, in order to develop in a sustainable fashion, countries 
need to combat corruption more efficiently. In particular, developing economies are often in dire need of 
increasing state fiscal revenue via the rigorous implementation of customs rules, to be able to finance their 
development policies.

In seeking to increase tax revenues while reducing corruption, researchers and policy makers have been 
conducting experiments to identify optimal policies (Cantens, Raballand, and Bilangna 2019). One method 
that is relatively straightforward is mirror analysis, which compares the exports for a given country with 
the imports for its export client, or vice versa (WCO 2015). This approach is often limited by difficulties 
in obtaining detailed customs data. When implemented in Madagascar by Chalendard, Raballand, and 
Rakotoarisoa (2019), this method helped to identify the probability of fraud in the context of customs oper-
ations reforms.

Technology can help customs improve its mission while reducing fraud. In a natural experiment in 
Columbia, Laajaj, Eslava, and Kinda (2019) find that the computerization of imports led to an increase of six 
log points in the firm’s value, with consequences for employment and tax collection. However, Chalendard 
et al. (2021) show that, through manipulation of the IT system, some customs inspectors and IT specialists 
were able to manipulate the assignment of import declarations. This was identified by measuring deviations 
from random assignments prescribed by official rules. Deviant declarations are found to be at greater risk of 
tax evasion, less likely to be deemed fraudulent, and cleared faster.

Another experiment analyzing policies to curb fraud was conducted in Madagascar (Chalendard et al. 
2020). The authors investigated whether providing better information to customs inspectors and monitor-
ing their actions could affect tax revenue and fraud detection. Results from the experiment show that moni-
toring incentivizes agents to scan more shipments, but they do not necessarily detect more fraud. Relatedly, 
Khan, Khwaja, and Olken (2019) propose a mechanism to improve the performance of public servants in 
collecting tax revenue, given their significance in enforcing and determining tax liabilities. Evaluating a 
two-year field experiment with 525 property tax inspectors in Pakistan, the authors stress the potential of 
periodic merit-based postings in enhancing bureaucratic performance.

Objective Three: Security and Food Safety

Customs authorities play an essential role as regulators of food safety and security. Although disruptions in 
total trade volume due to food safety are relatively rare (Buzby 2003), international organizations such as the 
WCO assist customs in the event of natural disasters and food crises. In June 2010, the WCO established an 
ad hoc working group to find ways for customs authorities to quickly react to such emergencies. The WTO, 
in turn, supports food security practices through the work of its Agriculture Committee and an Agricultural 
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Market Information System (AMIS) by a recommendation of the UN High-Level Task Force on the Global 
Food Security Crisis.

The role of customs authorities and their food security practices revolves around two fundamental 
issues: consumers do not always judge food security properly, and there are substantial differences between 
countries in terms of the regulation of food safety. The notion of trade security differs considerably in devel-
oped countries and developing ones (Diaz-Bonilla et al. 2000). Additionally, there are substantial risks of 
contamination due to trade. Ercsey-Ravasz et al. (2012) provide evidence that given the international agro-
food trade network, the speed of potential contamination is extremely high because it is not possible to track 
the country of origin of different food products.

Safety is another key concern for customs authorities and is often associated with operations to reduce 
the illegal trade of products. The academic literature has documented how illegal trade in goods operates. 
In the European Union, Świerczyń ska (2016) provides a list of legal solutions implemented to sustain the 
twofold goal of customs authorities to combat the illegal trade in goods and, at the same time, decrease con-
trol measures that increase the cost of trade. In the Islamic Republic of Iran, Farzanegan (2009) estimates that 
a penalty rate on smuggling contributed to reducing illegal trade, using historical data from 1970 to 2002.

DATA REQUIREMENTS

Data Sources

Before delving into the definition of customs performance indicators, it is useful to explain the data requirements 
for measuring them. The first and fundamental source of data is the customs database. The most common system 
in low- and middle-income countries is the ASYCUDA. It is used by 100 countries and territories around the 
globe. This is a system designed by the United Nations Conference on Trade and Development (UNCTAD). Its 
purpose is to compile information pertaining to customs declarations, with customs office or border post infor-
mation, frontline inspectors assigned to the case, potential changes in the clearance channel, irregularities, and 
final value assessments. In addition, this database lists goods by their characteristics, as well as the taxes and duties 
due. It was also designed with the goal of generating broad-ranging data for statistical and economic analysis of 
trade and customs performance. Box 14.2 illustrates the basics of the ASYCUDA’s structure.

However, ASYCUDA data are rarely used outside of aggregate statistics of revenue collection. 
Most of the time, studies of time delays are based on a TRS. A TRS measures the time required for 
the release and/or clearance of goods, from the time of arrival at the border until the physical release 
of cargo. A TRS is conducted over a predefined period of time, during which several declarations are 
followed by the surveyor at some border posts. The surveyor observes all steps until release and makes 
note of the time spent and the associated costs. As noted by the WCO, the tool is useful to produce a 
pre-reform benchmark and needs to be repeated often to follow the evolution at a particular border 
post. However, intercountry comparisons are limited given differences in capacity and infrastructure 
(WCO 2018).

The information coming from the country databases is usually shared at an aggregated annual level with 
the UN Statistical Division. This information is treated and aggregated by the Harmonized System, typically 
using eight- or six-digit codes. The Harmonized System is a standardized classification of traded products 
based on numerical categories. The system is managed by the WCO and is regularly updated. Each product 
is described using eight digits.1 It is used by customs authorities around the world to identify products when 
assessing duties and taxes and for gathering statistics. The vast range of product categories that customs 
agents regularly handle is illustrated by figure 14.2. It provides an overview of the total value of imports, 
classified according to 22 sections of the Harmonized System, across the 50 largest ports of entry in the 
United States.



THE GOVERNMENT ANALYTICS HANDBOOK316

BOX 14.2 ASYCUDA Data Structure

The Automated System for Customs Data (ASYCUDA) database is composed of a series of modules . Each 
module corresponds to a set of users . The customs broker module gives brokers secure access to the 
system to fill in a declaration . The customs office module covers declaration processing and is  accessible 
to customs office agents . The accounting module is accessible to auditors only . The operations— 
registration of the declaration, assignment to an inspector, inspection results, change in value, clearance, 
and release—all have a time stamp associated with them, but merging this information in one report can 
be complicated because they are stored in different tables of the relational database .

A typical extract from ASYCUDA data thus contains information on the entry point for a specific declara-
tion, the number of items declared, the agent and importer name, the year, and the registration date (see 
figure B14 .2 .1) . ASYCUDA data also register free on board value—value outside insurance claims and 
ownership rights on the shipment—and value-added taxes (VAT), duties, and excise values for a chosen 
declaration, as well as exchange rate information and the currency with which payment for goods has 
been made (see figure B14 .2 .2) .

FIGURE B14.2.1 Example of an ASYCUDA Extract: Basic Variables

Source: Automated System for Customs Data (ASYCUDA), United Nations Conference on Trade and Development .

FIGURE B14.2.2 Example of an ASYCUDA Extract: Duty, Excise, and Value-
Added Taxes Variables

Source: Automated System for Customs Data (ASYCUDA), United Nations Conference on Trade and Development .

The typical time stamp data are associated with a particular action—such as a change in lane selectivity 
or in payments due, among others . Linking all the tables, one can extract tailored reports, as in figure 
B14 .2 .3, to create indicators of time delays between different actions depending on lane selectivity or 
type of declaration .

(continues on next page)
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BOX 14.2 ASYCUDA Data Structure (continued)

FIGURE B14.2.3 Example of an ASYCUDA Extract: Time Stamps

Source: Automated System for Customs Data (ASYCUDA), United Nations Conference on Trade and Development .

Another source of data is trader perception surveys. The focus of this type of survey is, as the name 
suggests, traders, importers, and exporters who directly engage in international trade. For example, traders 
might think that transport costs not related to border crossing are the most important costs faced when 
trading across borders, but these costs are unlikely to be shown in regular trade statistics. The burden of 
import or export certificates and clearance-associated costs is usually not represented either. The issue with 
these surveys is how to harmonize perception questions across countries to make sure they cover the same 
issues: what is experienced as a delay might be business as usual in another country, or traders might be 
reluctant to answer truthfully.

Finally, an emerging source of data is based on GPS trackers. This data source provides an objective 
time measure for border crossing and also captures the time spent on the road. These data can be used 
to observe the time spent at the border. Used in conjunction with time stamps, they show what share 
of time delays is attributable to customs operations as opposed to, for instance, difficulties linked to 
parking infrastructure. While these data are usually privately collected by firms providing transponders 
or insurers, some transport corridor authorities or public databases collect and provide these tracking 
data. One example of such a resource in Southern and Eastern Africa is administered by the World 
Bank’s corridor team.2

PERFORMANCE INDICATORS

While previous sections have discussed the types of data sources that can be used to measure customs per-
formance, this section describes how customs data can be developed into indicators to measure and further 
the three key objectives of the multidimensional mission of customs: trade facilitation, revenue collection, 
and food safety and security.

Indicators for Trade Facilitation

Indicators related to trade facilitation usually focus on the time spent at the border and for clearance. This 
is part of the standard assessment of the WCO, the African Customs Union, and the TRS+ implemented 
by the World Bank. Of course, different border posts and different categories of goods will have different 
clearance times.
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FIGURE 14.2 Value of Different Product Categories Imported to the United States for 50 Largest Ports of Entry, as Appraised by 
US Customs and Border Protection

Source: USA Trade Online, US Census Bureau: Economic Indicators Division .
Note: Goods on the y axis are grouped according to the 22 sections of the Harmonized System . Some section labels are shortened due to space considerations . The x axis displays the 50 largest ports of entry in the 
United States by the total value of all goods imported, in decreasing order .
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Figure 14.3 presents an example of a TRS indicator in the form of cross-country and regional disag-
gregation of border compliance times. Exporters across countries face vastly different times to process 
through customs. They are close to zero in the Northern American trade involving the United States 
and Canada, as well as in intra-EU trade. However, they increase more than threefold for Central Asian 
countries. On the other end of the spectrum, the largest delays are experienced by Sub-Saharan African 
exporters, where the mean border compliance time is 107 hours, and over 200 hours for several countries 
in Central Africa.

Not only are these processing times intrinsically heterogeneous, but the data used to measure them 
also paint a different picture of the customs process. The routinely collected time stamps from the customs 
database, the ASYCUDA or another, will show the date of the first submission and clearance. However, if 
the submission is made far in advance—for example, when arriving at the port, while the country itself is 
still far off—the time will be artificially long. In addition, as mentioned, if other agencies have to clear the 
goods while under customs custody, the time stamps will reflect a longer process. Indicators should take 
into account this heterogeneity in measurement approaches.

One possibility is, therefore, to look at the time necessary between the moment the frontline 
inspector is assigned to the declaration and the moment they clear it. While some agencies may delay 
the process by requesting additional inspection and clearances, this is less likely to be the case. In the 
ASYCUDA or other databases, this would correspond to the time difference between the time for 
assessment and the time at release. An example of such an indicator used for monitoring this time is 
depicted in figure 14.4. This figure displays the average time between the issuance of a release order 
and the issuance of a certificate of export at Malaba, on the Northern Corridor between Kenya and 
Uganda. The TRS follows a declaration at the border from when it is submitted to when the truck 
arrives and gives a snapshot of the border-crossing process at a moment in time, such that elements 
related to noncustoms delays can be isolated.

FIGURE 14.3 Border Compliance Times in Cross-Country and Regional View
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Source: Doing Business database, World Bank .
Note: The component indicator is computed based on the methodology in the Doing Business 2016–20 studies . The boxes in the plot 
represent the interquartile range (IQR) of the variable—that is, the distance between the 25th and 75th  percentiles in the distribution of 
respective values . The lines in the middle of the box represent the medians, whereas the dots represent means . The time is calculated in 
hours . The measure includes time for customs clearance and inspection procedures conducted by other agencies . If all customs clearance 
and other inspections take place at the port or border at the same time, the time estimate for border compliance takes this simultaneity into 
account .
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Finally, the same indicators can be based on surveys of traders to recover their perception of the delays, 
using a question to estimate how many days it takes between the moment a shipment reaches the border point 
and when it can be cleared from the border post. In Malawi, a survey is being conducted in this way. Early 
results show a reported average of two to three days once traders get notified their shipment is at the border.

Indicators for Revenue Collection

The revenue-collection objective focuses on how much revenue is collected at the border. This is intrinsi-
cally difficult to do—see box 14.3 on the problem of valuation—and, therefore, constructing the theoret-
ical revenue that could have been collected requires considerable effort. Hence, this is something that the 
customs administration rarely does, unless misdeclaration or fraud is discovered. Otherwise, the declared 
value stays and the revenue collected is assumed to be the revenue that could have been collected by cus-
toms. However, not all misdeclaration or fraud is discovered. Hence, assuming that some of the incorrect 
declarations are missed, it is possible to look at the revenue that could have been collected if the items 
followed a similar price for other goods of the same class and origin. This is considered one of the accept-
able valuation methods by the WTO. While the scholarly literature usually calls this reference prices, this 
clashes with the meaning of the reference prices used by the WTO: it is not an artificial set of prices but a 
comparison with similar goods’ prices.

Evaluating the value of an item is intrinsically hard, as the inspector doesn’t have precise information on 
the goods outside of what is listed on the declaration. The WTO agreement establishes rules for the valuation of 
imported goods that must be applied by all member countries. The WTO mandates using the transaction value 
supported by invoices and relevant documentation as the assessed value unless there is something missing or 
suspicion of fraud. In this case, the customs administration is authorized to use other valuation methods. The 
first method is using the transaction value of identical goods—same goods, same country of origin, same pro-
ducer, whenever possible. The second method is using the transaction value of similar goods—same function 
or design, same country of origin, and whenever possible, same producer. Additional methods are outlined in 
figure B14.3.1. Customs is prohibited from using the same goods produced nationally as a comparison point, 
and from using arbitrary or fictitious values, such as minimal values or thresholds.

To refine this analysis, it is possible to use it in conjunction with the mirror gap: given the quantities 
of similar goods declared by the exporting country, how many are missing from the importing country 
import declarations and vice versa? The quantities declared for import and export in the origin country 
should be the same. This can give a rough idea of what revenues should be collected—or are missing—on 
either end. For an example of the use of such data for customs reform, see box 14.4. However, as men-
tioned earlier, these trade data sets are not updated as frequently as the customs data themselves. Hence, 
some of these gaps might be an artifact of the data. Another possibility is to reconcile the data at the 

FIGURE 14.4 Example of Indicators to Measure Performance: Transit Time on the 
Northern Corridor
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BOX 14.3 The Problem of Valuation

Evaluating the value of an item is intrinsically hard, as the inspector does not have precise information on 
the goods outside of what is listed on the declaration . The World Trade Organization (WTO) agreement 
establishes rules for the valuation of imported goods that must be applied by all member countries . The 
WTO mandates using the transaction value supported by invoices and relevant documentation as the 
assessed value unless there is something missing or suspicion of fraud . In this case, the customs admin-
istration is authorized to use other valuation methods . The first method is using the transaction value of 
identical goods—same goods, same country of origin, same producer, whenever possible . The second 
method is using the transaction value of similar goods—same function or design, same country of origin, 
and whenever possible, same producer . Additional methods are outlined in figure B14 .3 .1 . Customs is 
prohibited from using the same goods produced nationally as a comparison point, and from using arbi-
trary or fictitious values, such as minimal values or thresholds .

FIGURE B14.3.1 World Trade Organization Valuation 
Methods, Arranged Sequentially
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Source: Based on WTO Agreement on Customs Valuation (ACV) of 1994 .

individual level, linking exporters’ declarations from a country to another country’s importers’ declara-
tions. This level of analysis can highlight value discrepancies and the potential mistakes or omissions of 
customs frontline agents.

Indicators for Food Safety and Security

There is relatively less work on safety because the data are harder to come by. The seized goods could indi-
cate either an increase in customs activity or criminal activity. The TRS and ASYCUDA data can provide 
a good indication of risk management operations, both in terms of value recovery and physical inspection 
for safety. In Brazil, for example, the rate of physical inspections performed by customs was found to be 
around 2  percent during the most recent TRS (Receita Federal do Brasil 2020). However, 12 other govern-
ment agencies were often involved in the process, granting licenses or permissions necessary for import. 
Around 60  percent of the declarations required involvement by another agency, whether or not the pro-
cess required a physical inspection. The delays noted in the TRS process for Brazil thus reflect the need for 
other agencies’ licenses and inspections. Another example is that, for goods under the jurisdiction of health 
authorities, around one-quarter to a third of the time is actually due to delays in paying the licensing fee.
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BOX 14.4 Information and Customs Performance: The Case of 
Madagascar

The Republic of Madagascar is an island country lying off the southeastern coast of Africa (see 
map B14 .4 .1) . In an experiment conducted in Madagascar, Chalendard et al . (2020) measure customs 
indicators and how they change when customs agents are given additional information . Madagascar is 
among the countries that rely heavily on customs and other import duties—16 .9  percent of the total tax 
revenue going to Antananarivo proceeds from this source . At the same time, the performance of particular 
customs inspectors in Madagascar can be highly impactful because each inspector is responsible for a 
considerable value of import revenues . In the sample of Chalendard et al . (2020), every inspector handles 
around US$10 million in import revenues per year . Therefore, ensuring the good performance of its cus-
toms officials is a vital interest of the Malagasy authorities .

MAP B14.4.1 Location of Madagascar

Source: World Bank .

(continues on next page)



CHAPTER 14: GOVERNMENT ANALYTICS USING CUSTOMS DATA 323

In the future, the agencies will be connected to the customs database, and customs will perform joint 
inspections . While the reduction in the number of agencies at the border is likely to reduce the burden 
on drivers or transporters, customs will also have more responsibilities, and measuring their performance 
after the reform against the preintervention situation might be complicated . It is thus necessary to create 
indicators that will reflect the scope of the mission as well as be easy to implement with the existing data .

FIGURE B14.4.1 Changes in Malagasy Customs Officials’ 
Performance

Source: Original figure for this publication .
Note: The label C on the y axis indicates the group of inspectors who were provided with comments; the label 
M indicates the group of inspectors who were told they would be monitored .

BOX 14.4 Information and Customs Performance: The Case of 
Madagascar (continued)
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Chalendard et al . (2020) investigate the role of information provision and monitoring in a randomized 
setting . One group of officials in their study was provided with a set of detailed risk-analysis comments on 
high-risk customs declarations (this group is labeled with C in figure B14 .4 .1) . Officials in another group 
were told they would be more intensively monitored throughout a period of study (this group is labeled 
with M in the figure) . Figure B14 .4 .1 shows that monitoring has an impact only on the increased frequency 
of customs officials’ scanning containerized goods . In contrast, additional comments about high-risk 
declarations also lead the officials to more frequently upgrade inspections to the red channel and declare 
more cases of fraud detection and larger value adjustment . However, this also increases screening times 
and leads to only small improvements in tax collection, especially for declarations supposed to yield large 
tax revenues .

CONCLUSION

What lessons for practice should be considered by the practitioner interested in exploring customs data for 
analytics?

First, an initial diagnosis through the TRS can provide a broad overview of the customs process. This 
can be done either at the beginning of a project or by using baseline data from past exercises. The TRS can 
provide useful indicators on what part of the clearance process suffers from a bottleneck. This is commonly 
done by the revenue administration before an overhaul of its process. This can be extended with a trader 
survey, which asks traders about the most sensitive aspects of the process, which are unlikely to be captured 
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during the TRS. For example, the issues of speed money—or bribes to speed up the process—or other issues 
with any of the agencies involved might not be seen by the TRS surveyors but nevertheless influence traders’ 
decisions to import or export.

Second, protocols to ensure data confidentiality while providing external access should be set in place. 
The anonymity of taxpayers is an important governmental concern, and some administrations are pre-
vented from sharing taxpayer information with third parties. If protocols are set in place, these data can 
be shared while respecting these anonymity concerns, allowing practitioners and outside researchers to 
build customs performance indicators and opening the door to further research. These protocols include 
the deidentification of data whenever possible, such that researchers have access to deidentified tables 
only. This can be done via the hashing of the tables. Beyond security concerns, ASYCUDA tables might 
need to be merged and extracted, which can prove challenging in low-capacity settings. A useful solution 
is to support client engagement by requesting the data needed to build the basic indicators and assemble 
the data on a safe server. If necessary, the data can be deidentified by the client team based on a hash-
ing code provided by the researcher, a procedure described on the World Bank’s Development Impact 
Evaluation (DIME) Wiki.3

Third, stakeholders may resist additional measurement efforts. Some stakeholders may be reticent to 
use anything other than the TRS, as it is new and requires more effort from the ASYCUDA team. On top 
of that, while the TRS provides a narrative of the sources of delays, ASYCUDA data offer an often harsher 
view of the clearance process, as they also include steps that depend on the taxpayer—such as paying taxes. 
Because the ASYCUDA aggregates so much data, it can incorporate more outliers and influence the mean. 
This contrasts with the TRS, which is often done in a week, with the inspectors being aware of it. Researchers 
should thus expect discrepancies with the reported TRS, especially if the survey was done a while back. 
Thus, triangulating the different sources of data is important, as well as using the TRS results to comment on 
ASYCUDA-based indicators.

Finally, we suggest first investing in easy-to-produce indicators, such as revenue recovered and reve-
nue recovered compared to similar products of the same type, as well as the easiest types of delays. These 
indicators should be triangulated with the TRS, if available, or with trader surveys. Further refinement of 
the indicators could include more precise measures of delays to distinguish tax compliance and the actions 
of customs, but these should be done once the more foundational indicators are measured and set in place. 
Of course, as outlined in the introduction, when measuring only select indicators of an organization with a 
multidimensional mission—such as customs—analysts need to remain cognizant of risks of effort substitu-
tion toward measurable indicators and to devise strategies to expand measurement to all core objectives of 
customs over time.

NOTES

 The author would like to thank Iana Miachenkova for excellent research assistance and acknowledges the support of the 
Umbrella Trade Trust Fund for the Malawi Trade Facilitation Impact Evaluation.

1. An example of an eight-digit description is 08051000, which corresponds to fresh oranges. Each product belongs, at the 
broadest level, to one of 22 Harmonized System sections. These are, however, not marked in the product code. Instead, 
each section is composed of one or more chapters, and the first two digits of the code refer to a specific chapter: in this 
case, chapter 08: “Edible Fruit and Nuts; Peel of Citrus Fruit or Melons.” The next two digits stand for a heading within 
that chapter: heading 05: “Citrus fruit, fresh or dried.” The following two digits stand for subheading 10: “Guavas, mangoes 
and mangosteens: Oranges.” The last two digits can further specify more fine-grain divisions of product category if these 
exist. In this case, no further specification is indicated by 00.

2. Their website is accessible at https://www.corridorperformancemonitoringsystem.com/geozone-route-catalogue.
3. See DIME Wiki, s.v. “De-identification,” last modified November 17, 2020, 20:10, https://dimewiki.worldbank.org 

/ De-identification.
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SUMMARY

Measuring the performance of government agencies is notoriously hard due to a lack of comparable 
data . At the same time, governments around the world generate an immense amount of data that detail 
their day-to-day operations . In this chapter, we focus on three functions of government that represent 
the bulk of its operations and that are fairly standardized: social security programs, public procurement, 
and tax collection . We discuss how public sector organizations can use existing administrative case data 
and repurpose them to construct objective measures of performance . We argue that it is paramount to 
compare cases that are homogeneous or to construct a metric that captures the complexity of a case . 
We also argue that metrics of government performance should capture both the volume of services 
 provided as well as their quality . With these considerations in mind, case data can be the core of a diag-
nostic system with the potential to transform the speed and quality of public service delivery .

Michael Carlos Best is an assistant professor in the Department of Economics, Columbia University. Alessandra Fenizia is an  assistant 
professor in the Department of Economics, George Washington University. Adnan Qadir Khan is a professor at the School of Public 
Policy, London School of Economics.

CHAPTER 15

Government Analytics 
Using Administrative 
Case Data
Michael Carlos Best, Alessandra Fenizia, and Adnan Qadir Khan

ANALYTICS IN PRACTICE

 ● Governments generate immense amounts of data that detail their day-to-day operations. These data can 
be repurposed to measure the performance of government agencies. Such data can provide objective 
comparisons of agency performance, allowing for an assessment of the quality of public administration 
across jurisdictions, regions, managers, and time.

 ● Such operational data provide objective records of bureaucratic performance. It is important to construct 
objective measures of organizational performance and individual performance rather than relying only 
on subjective evaluations such as performance appraisals.
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 ● A prerequisite for constructing a comprehensive measure of performance for a public organization 
is obtaining a record of all the tasks undertaken by the organization. This may be difficult in practice 
because government agencies undertake a wide range of tasks, and they may not keep detailed records 
for all of them.

 ● One area of government activity where records are objective measures of performance and often rela-
tively comprehensive is case management. Case management data are the records of responses by public 
officials to requests for public services or the fulfillment of public responsibilities. This chapter argues for 
the use of administrative data on the processing of cases by public officials as a monitoring tool for gov-
ernment performance and as a core input for government analytics. Relevant measures should capture 
both the volume and quality of cases processed.

 ● To construct an objective measure of performance using case data, one should ensure that cases are com-
parable to one another. This could entail comparing cases only within a homogeneous category or con-
structing a metric that captures the complexity of a case. For example, a social security claim that clearly 
meets the requirements of regulations and does not reference other data systems is a less complicated 
case to process than one in which there are ambiguities in eligibility and external validation is required. 
A corresponding metric of complexity might be based on the time spent on an “average” case of that 
type, allowing for complexity to be defined by the actual performance of public officials.

INTRODUCTION

In order to implement government policy, the apparatus of the state generates a vast trove of administrative 
databases tracking the deliberations, actions, and decisions of public officials in the execution of their duties. 
These data are collected in order to coordinate throughout a large, complex organization delivering a host of 
services to citizens and to preserve records of how decisions are reached to provide accountability for deci-
sions made in the name of the public.

These data are not, typically, collected for the express purpose of measuring the performance of 
 government officials. But as governments become more and more digitalized, these records contain ever-
richer details on the work that is carried out throughout government. This presents an opportunity to repur-
pose existing data, and possibly extend its reach, to achieve the goal of measuring performance. In turn, such 
data can then be used to motivate government officials and hold them accountable. Ultimately, a greater 
ability to measure performance can help governments to monitor performance. This can improve efficiency 
in the public sector to deliver more and better services to citizens with the human and material resources the 
government has available.

Using administrative data has the distinct advantage that the data are already being collected for other 
purposes. As such, the additional costs of using them to measure performance are largely technical issues 
surrounding granting access to the data, protecting their confidentiality appropriately, and setting up the 
information technology (IT) infrastructure to perform statistical analysis on them. These obstacles are typi-
cally much simpler to overcome than the obstacles to launching new surveys of public officials or citizens to 
measure performance.

Set against this advantage, the primary disadvantage of using administrative data to measure per-
formance is that they were not designed to be used for that purpose. As a result, a great deal of careful 
thought and work must go into how to repurpose the data for performance measurement. This involves 
thinking carefully about what outputs are being produced, how to measure their quantity and quality, 
and how to operationalize them within the constraints of the available data. Sometimes, this requires 
collecting additional data (either through a survey or from external sources) and linking them to the 
administrative data.
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A large share of government operations involve the processing of case files or cases. Case data are the 
records of responses by public officials to requests for public services or the fulfillment of public responsibili-
ties. A case file is typically a collection of records regarding an application. The nature of the applications var-
ies widely. For one, thousands of claimants file applications every day to receive government services, such as 
welfare transfers, to gain access to government-sponsored childcare, or to obtain licenses and permits. Public 
sector organizations around the world initiate auctions to purchase goods and services from private sector 
suppliers. And millions of citizens and firms all over the globe file taxes every year.

In this chapter, we highlight examples from recent academic work trying to develop new methods to 
measure performance using administrative data on the processing of government casework. The academic 
papers provide a window into how similar data from public administrations around the world can be repur-
posed for analytical purposes.

Our examples cover three important realms of government operations—the delivery of social 
 programs, the collection of taxes, and the procurement of material inputs—that together span a large part 
of what modern governments do. Figure 15.1 shows that spending on social programs and procurement 
and tax revenues jointly amount to more than 30 percent of a country’s gross domestic product (GDP) 
on average. While there is some variation in the size of social programming, procurement spending, and 
tax revenues, these three functions of government represent a large share of government operations in all 
countries.

Since all governments engage in these activities, exploring potential alternative uses of the data gener-
ated in the process is of broad interest. In addition, operations in these areas are usually fairly standardized, 
 tending to boost the quality of related data, which in turn can be used to generate more accurate insights. 
In all three cases, we highlight the importance of carefully specifying the outputs that are to be measured 
before undertaking an analysis, as well as how to conceptualize data quality.

FIGURE 15.1 Cross-Country Scale of the Three Sectors Discussed in the Chapter 
Relative to National Gross Domestic Product
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Source: Original figure based on data from the Organisation for Economic Co-operation and Development (OECD) (social programs 
spending), the World Bank Development Indicators (tax revenue), and the World Bank Global Public Procurement Database (procurement 
spending) .
Note: The box represents the interquartile range (IQR)—the distance between the 25th and 75th percentiles in the distribution of each 
variable . The line in the middle of the box represents the median . Whiskers—that is, the lines extending from the box—represent values lying 
within 1 .5 of the IQR from the median . Outliers lying beyond that range are represented by dots, where one dot represents a country . The 
value of N shows the number of country-level observations in each column . GDP = gross domestic product .
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We also provide some details on the technical methods used to operationalize these concepts and turn 
them into concrete performance measures and on how these performance measures are then used in the aca-
demic arena. In the conclusion, we discuss how policy makers can use these types of measures in other ways, 
as well as some important limitations to these approaches. The intention of our exposition of these cases is 
not to argue that the approach taken in the specific papers we review is optimal for every setting but rather to 
showcase a way to approach the analysis of government administrative case data.

CASE DATA IN ADMINISTRATION

A General Structure for the Analysis of Case Data

Government casework involves a series of standardized elements, each of which can be associated with 
a measure of the performance of public administration. Casework typically revolves around a set of 
 protocols—perhaps standardized forms that applicants must fill in to apply for social security payments—
that make common measures feasible. Cases are processed by government officials, again, frequently in a 
relatively standardized way.1 For this reason, measures of performance can be used to judge how efficiently 
and effectively public officials worked through the relevant protocols. Case data are therefore made up of 
the records of cases and their processing, including details of the application or case and characteristics that 
can be analyzed. For example, in electronic case management systems, time and date stamps record exactly 
when cases were submitted, acted upon by officials, and then resolved. The speed of multiple stages of case 
processing can thus be easily calculated. Similarly, a decision is often made on a case and a response is sent to 
the applicant, such as a confirmation to a taxpayer that they have paid their taxes.

To use data on the processing of such cases to monitor and analyze government capabilities, we have to 
overcome two main challenges. Claims are diverse in how challenging or “complex” the associated case is. A 
case that involves a claim where a claimant clearly meets the required criteria is less complex than one in which 
eligibility is ambiguous on one or more margins. In some cases, evaluating the claimant’s eligibility may be fairly 
straightforward, involving verification of the veracity of a few supporting documents provided by the applicant. 
In other cases, it may require the officer to request access to a separate archive to pull the claimant’s records.

Thus, we first have to construct a common measure of task complexity that allows us to compare claims of 
different types. Second, we must ensure that any such measure is not easy to manipulate by government staff 
and is as objective as possible. For example, to minimize the risk of manipulation of these types of metrics, the 
tracking of claims should be done by a centralized computer system. Allowing employees to self-report their 
output and log it onto a computer may leave room for opportunistic behavior aimed at artificially inflating the 
measure of output. Employees may report processing a higher volume of claims or more complex claims than 
they actually did. One way around this is to complement electronic records with field observations of a represen-
tative sample of tasks at hand that is regularly updated. This approach minimizes the risk that the performance 
measures become outdated or disentangled from the constantly evolving work environment of public officials.

With these pieces in place, case data can be a source of government analytics. These data can provide 
objective comparisons of agency performance, allowing for an assessment of the quality of public admin-
istration across jurisdictions, regions, managers, and time. Rather than comparing simple output across 
offices, it is often useful to compare a measure of output per worker (or per unit of time). These measures 
capture the productivity of the average worker (or the average hour) in each office and are not affected 
by  differences in office size. For instance, larger offices typically process a larger quantity of various cases 
by  virtue of having more workers devoted to back-office operations. However, the fact that larger offices 
process more cases does not necessarily imply that they are more productive.

A major limitation of evaluating the performance of public sector offices based solely on output or 
productivity is that these measures reflect production volume and do not capture the quality of the service 
provided. For example, imagine an official who rubber-stamped applications for a claim. Looking only at 
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production volumes, the official would seem very productive. However, the officer has de facto awarded 
welfare transfers to all claimants regardless of their eligibility status. Conditioning on, or including in 
analysis, a measure of complexity would not adjust for the official’s quality of service. Rather, a separate 
metric related to the quality of decision-making must be constructed to address this concern.

Extending Analytics Insights

Government agencies can significantly increase the impact of existing administrative data by going beyond 
a basic analysis of the administrative data they hold. First, they can build assessments of the accuracy of 
their case data. For example, governments can collect additional data on the accuracy of tax assessment, say, 
from randomly selected tax units, which will enable them to construct more comprehensive performance 
measures of tax staff and establish more credible audit and citizen grievance redress mechanisms.

Second, the digitization of case data allows for the use of machine-learning and artificial intelligence 
algorithms to create better valuation measures, such as to detect clerical and other types of error, flag sus-
pected fraud cases, or classify taxpayer groups in a (more) automated fashion. Further discussion of this 
topic is provided in chapter 16 of The Government Analytics Handbook, and a case study of a similar system 
is provided in case study 9.2 in chapter 9.

Authorities can also make anonymized case data publicly available, and this increased transparency can 
enable whistleblowing and peer pressure mechanisms. As one of the following case studies shows, there 
is precedent for doing this in Pakistan, where the entire tax directory for federal taxes has been published 
annually for the past decade.

Finally, case data can be integrated with political data to create better measures of politicians’ 
performance at the local government level and thus enhance political accountability. For example, updates 
to cadastre records, which are crucial for accurate property valuations for tax purposes, were found to be 
crucially linked to electoral pressures on local officials in Brazil (Christensen and Garfias 2021).

The rest of this paper presents case studies that highlight the analysis and use of case data, focusing on 
measuring case volume, complexity, and quality, as well as describing ways to strengthen this analysis by 
linking to other data sources.

SOCIAL SECURITY CLAIMS DATA

Social security claims data include records relating to old-age programs and social welfare programs, such 
as unemployment benefits, maternity leave, and subsidies to the poor. Most governments around the world 
already regularly collect claims data in an electronic format. For this reason, these data can be repurposed to 
perform quantitative analysis to better understand the performance of the social security system overall, the 
challenges facing individual public sector offices, and design solutions to address them.

In this section, we discuss a recent academic paper that uses detailed claims data from the Italian 
Social Security Agency (ISSA) to construct a measure of the performance of public offices and evaluate the 
effectiveness of ISSA managers. Fenizia (2022) exploits the rotation of managers across sites to estimate the 
productivity of public sector managers. This study finds significant heterogeneity in the effectiveness of these 
managers: some managers are very productive and improve the performance of the offices where they work, 
while others do not. The increase in office productivity brought about by talented managers is mainly driven 
by changes in personnel practices.

A case in this setting is the process of assessment by a social security officer of the validity of a claim for 
social security payments to an individual. A key advantage to studying the ISSA is that the tasks employees 
perform are fairly standardized, and the agency keeps detailed records of all applications and welfare trans-
fers. This allows Fenizia (2022) to construct a comprehensive measure of performance that encompasses all 
the activities employees perform.
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The obvious volume-based measure of productivity in this context is the number of social security claims 
of a particular type processed by an office in a particular time period divided by the full-time equivalent of 
workers of that office during that time. Map 15.1 describes how this measure varies across Italian regions, 
showcasing how such data can be used in government analytics. The figure indicates which regions are more 
productive than others and thus where investments might be needed in the quality of management or staff.

The first concern with analyzing this sort of data is that some cases may be more complex to process than 
others. In many settings, it is possible to measure only the output stemming from a subset of activities rather 
than the associated complexity. In these settings, the measure of performance only reflects the activities being 
measured and may be harder to interpret. For example, imagine that an agency performs two types of tasks: 
task A is observable, but task B is not. The measure of performance will reflect only the output from task A. 
If this measure were to decline over time, this could be driven by a worsening of performance in the agency 
overall or by the fact that resources had been reallocated from task A to task B. The following section discusses 
how to construct a measure of complexity using the time spent on an “average” case of a particular type.

The second concern is that production volumes do not reflect the quality of the service provided. After 
the discussion of complexity, the following section evaluates the strengths and weaknesses of two proxies of 
quality of service that can be derived from claims data.

Complexity

Virtually all government agencies that administer old-age and welfare programs process a variety of different 
claims. While it is relatively straightforward to keep track of the number of incoming and processed claims, 
it is more challenging to construct a measure of performance for public offices that can be meaningfully 
compared across sites.

A naive solution might involve counting the number of claims processed by each office. Despite being 
simple and transparent, this measure suffers from a major draw-back: it does not take into account task com-
plexity. Some claims might be very quick to process, while others might require a lot of time and resources. 
As mentioned above, in some cases, officers have simply to verify that the documentation provided by the 
applicant is complete and up-to-date. In other cases, officers may have to acquire further documentation 
from their internal archives or from other entities. If different offices process a different mix of paperwork, 
simply counting the number of claims processed would not correctly reflect differences in task complexity 
across sites. The naive metric would overstate the performance of offices that process simpler claims relative 
to those that process more sophisticated paperwork.

A solution is to use a complexity-adjusted measure of claims processed. For example, the ISSA  constructs a 
measure of output for public offices that combines the number of claims processed by each site with a  measure 
of their complexity. Specifically, the ISSA has grouped all claim types into more than 1,000 fine  categories. 
Each category is constructed to group highly comparable claims that are equally complex. Each category is 
assigned a weight representing how much time it should take to process that specific claim type.

Figure 15.2 illustrates the distribution of expected processing time (that is, weights) for the most 
common types of pensions and welfare transfers. The expected processing time for most pensions ranges 
between 31 and 38 minutes, with a median of 30 minutes. The expected processing time is more variable for 
welfare transfers, reflecting the fact that these products are much more heterogeneous. Most of these claims 
take between 17 and 41 minutes to process, with a median processing time of 28 minutes.

Importantly, the ISSA complexity-adjustment formula uses objective weights as opposed to subjective 
scores. As part of the ISSA quality control department, there is a team devoted to measuring weights and 
keeping them up-to-date. To construct the weight for product v, this team selects an excellent, an average, 
and a mediocre office and picks a representative sample of product v claims from each office. Then the team 
visits each site and records the amount of time each employee took to process each claim. The weight is 
constructed by averaging all measurements across employees and offices, and it represents the time spent 
processing an “average” case of that type. The same weights apply to all offices at a given time to ensure 
that all offices are evaluated using the same standards. Weights can change in response to a technological 
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MAP 15.1 Variations in Productivity of Processing Social Security Cases, Subregions 
of Italy 

Source: Fenizia 2022, using Italian Social Security Agency data .
Note: The key refers to the number of social security claims of a particular type that are processed by an office in a particular time period 
divided by the full-time equivalent of workers of that office during that time .
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improvement, if the time required to process a specific claim shortens, or when the paperwork associated 
with a claim changes.

The ISSA also ensures that the weights are measured accurately and that there are no opportunities for 
arbitrage. For example, if processing product b takes, on average, 10 minutes, and the weight associated with 
it is equal to 20 minutes, officers have an incentive to process as many b claims as possible. By doing so, they 
artificially increase the output of the office. Similarly, if product b is assigned a weight of 5 minutes when it 
takes 10 minutes on average to process, officers may be inclined to give priority to other claim types. To min-
imize arbitrage, the ISSA tracks backlog by product. If the backlog for a given product increases (decreases) 
across several offices, this may be an indication that the weight associated with it is too low (high). Therefore, 
the ISSA reevaluates the weights associated with the products that experienced large changes in backlog.

The weights are used to aggregate the number of claims of different types processed by each office i into 
a single output measure. The aggregation consists in multiplying the number of product v claims processed 
(cvi) with their corresponding weight (wv) and then summing across categories as follows:

  (15.1)

This output metric reflects the theoretical amount of time that it should have taken to process the claims 
that were effectively processed.

Although the procedure described above is largely specific to the ISSA and its mandate related to social 
security, similar measures are used in manufacturing firms across the world. These measures are especially 
popular in the garment sector, where the standard minute value (SMV) has become the standard.

Quality

In the case of social security claims, a straightforward measure of the quality of service provided is the error 
rate (that is, the fraction of claims that were processed incorrectly). There are two types of mistakes: a gov-
ernment agency may erroneously give a beneficiary money, or it may erroneously deny a transfer. Keeping 
track of the errors found when a denied beneficiary files an appeal only catches the latter type of mistake. 

FIGURE 15.2 Expected Processing Time for Most Common Types of Pensions and 
Welfare Transfers, Italy
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Source: Fenizia 2022, based on Italian Social Security Agency data .
Note: This figure illustrates the distribution of the expected processing time (that is, weights) for the most common types of pensions and 
welfare transfers . The box represents the interquartile range (IQR)—the distance between the 25th and 75th percentiles in the distribution of 
the weights . The line in the middle of the box represents the median . Whiskers represent values lying within 1 .5 of the IQR from the median . 
Outliers are represented by circles .
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This is why, to construct a comprehensive measure of the office error rate and discourage fraudulent behav-
ior, it is paramount to regularly audit a random subset of claims processed by each office.

Agencies may combine the error rate with a second proxy for quality: timeliness in claim processing. 
While timeliness is an important dimension of the service provided, a drawback of this measure is that it is 
mechanically correlated with office productivity. In other words, holding constant other office characteris-
tics, offices that process claims quickly are also those that deliver a high level of output.

Extending Administrative Data

Alternative approaches to measuring the quality of service provided include using subjective customer satis-
faction ratings. The main challenge when using customer ratings is that the subset of customers who choose 
to provide feedback is not representative because customers with more extreme (either positive or negative) 
opinions are more likely to provide a review (Schoenmueller, Netzer, and Stahl 2020).2

This limitation can potentially be overcome by conducting regular surveys of a representative sample of all 
customers. The US Social Security Administration (SSA) implements a range of such surveys both by phone 
and in person across different groups of customers (online users of SSA services, callers to the SSA phone 
number, and visitors to SSA field offices). Although it does not eliminate the possibility that the most (un)happy 
customers will be more likely to respond to a survey invitation, it does mitigate this concern by targeting a sample 
of all customers. An indication of average customer satisfaction can also be obtained from surveys conducted by 
third parties. For example, the different dimensions of services provided by US government agencies are regularly 
evaluated as one of the topics covered in the American Customer Satisfaction Index (ACSI), which is used to 
measure the general satisfaction of American customers with various goods and services.

PROCUREMENT RECORDS

Public procurement—the purchase of goods and services by governments from private sector suppliers—is 
one of the core functions of the state. Public procurement represents a large portion of governments’ budgets 
and a sizeable fraction of the economy, representing 12 percent of world GDP (Bosio et al. 2022). Public 
procurement also tends to be a highly technocratic, legalistic process generating large volumes of documents 
recording every step of the procurement purchase in great detail. These data are generated and recorded as 
part of the government’s procedures in order to uphold the transparency and accountability of the pro-
curement process—core goals of a well-functioning procurement system. However, these same data, either 
by themselves or in conjunction with additional data, can also be used to measure the performance of the 
officials and public entities in charge of carrying out procurement.

This section builds on chapter 12 of the Handbook to showcase how the indicators outlined in detail there 
can be considered as individual case data and to showcase the benefits of complementing administrative 
data with experimental variation. Here, we discuss two recent academic papers that develop methods to use 
administrative databases on public procurement to construct measures of procurement performance. Best, 
Hjort, and Szakonyi (2017) use detailed procurement data from Russia spanning all procurement transac-
tions between 2011 and 2016 to construct measures of procurement performance. They show that there are 
big differences across purchases in how effectively the purchase is carried out, which can be attributed in 
roughly equal proportions to the effectiveness of the individual civil servants tasked with procurement and 
the effectiveness of the public entities they represent. They also show how procurement policy can be tailored 
to the capacity of the implementing bureaucracy in order to offset weaknesses in implementation capacity.

Bandiera et al. (2021) use existing procurement data from Punjab, Pakistan, and supplement it with addi-
tional data collected from purchasing offices to construct performance measures. This paper is an example 
of how a randomized controlled trial (RCT) can be used to complement government administrative data 
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to better understand the impact of personnel policies and other aspects of public administration. By intro-
ducing experiments into government, such initiatives amplify the potential benefits of the analysis of public 
administration data. Bandiera et al. (2021) show that granting procurement officers additional autonomy to 
spend public money improves procurement performance, especially when the officers’ supervisors caused 
significant delays in approvals.

Complexity

A procurement case may be characterized by a differing number of features of the good or service being 
procured and by a wide range of requirements on those features. For example, the procurement of pencils 
has far fewer features for the procurement officer to assess than the procurement of a vehicle. For this reason, 
when comparing the productivity of procurement agents and agencies, it is important to have a measure of 
the nature of the procurement cases they have to process.

Best, Hjort, and Szakonyi (2017) use publicly available administrative data from Russia to construct 
measures of performance based on public procurement. Since 2011, a centralized procurement website has 
provided information to the public and suppliers about all purchases.3 They use data from this website on 
the universe of electronic auction requests, review protocols, auction protocols, and contracts from January 
1, 2011, through December 31, 2016. The data cover 6.5 million auction announcements for the purchase 
of 21 million items. However, purchases of services and works contracts are highly idiosyncratic, making 
comparisons across purchases impossible, so they are dropped from the sample, resulting in a sample of 
15 million purchases of relatively homogeneous goods.

To use these data to measure performance, there are two key challenges to overcome. First, the main 
measure of performance uses prices paid for identical items, requiring precise measures of the items being 
procured. Second, prices are not the only outcome that matters in public procurement, and so they use 
administrative data to construct measures of spending quality as well.

The main measure of performance used in Best, Hjort, and Szakonyi (2017) is the price paid for 
each purchase, holding constant the precise nature of the item being procured. Holding constant the 
item being procured is crucial to avoid conflating differences in prices paid with differences in the 
precise variety of item being procured. As described in more detail in appendix F.1, they use the text of 
the final contracts, in which the precise nature of the good purchased is laid out, to classify purchases, 
using text analysis methods, into narrow product categories within which quality differences are likely 
to be negligible.

The method proceeds in three steps. First, the goods descriptions in contracts are converted into 
vectors of word tokens. Second, they use the universe of Russian Federation customs declarations to train 
a classification algorithm to assign goods descriptions a 10-digit Harmonized System product code and 
apply it to the goods descriptions in the procurement data. Third, for goods that are not reliably classified 
in the second step, either because the goods are nontraded or because their description is insufficiently 
specific, they develop a clustering algorithm that combines goods descriptions that use similar language 
into clusters similar to the categories from the second step. Just as in the case of claims data discussed in 
the preceding section, here it can be seen that the key issue in analyzing case complexity is comparing 
“apples to apples.” Although many procedures in public administration come with a set of standardized 
procedures, the actual complexity of each task is highly variable, and, therefore, its accurate evaluation 
is the key to understanding the performance of public officials. To achieve this, highly detailed metrics 
might be required. In the case of ISSA claims data, this metric was a continuous weight—time judged as 
necessary to complete a specific task based on primary data obtained during field observations in various 
social security offices. In the case of procured goods, the metric used is categorical but narrow enough 
to avoid classifying goods of a different nature as comparable. It is also not based on field measurements 
but rather relies on secondary data from descriptions in Russian Federation customs declarations and 
advanced classification algorithms.
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Quality

Sourcing inputs at low prices is the primary goal of public procurement, but it is not the only outcome that 
matters.4 Successful procurement purchases should also be smoothly executed. Contracts should not need 
to be unduly renegotiated or terminated, and goods should be delivered as specified, without delays. These 
outcomes reflect the quality of public spending and may conflict with the goal of achieving low prices. If this 
problem is severe, then it would be misleading to deem purchases effective if they achieve low prices but this 
is offset by poor performance on spending quality.

To address this, Best, Hjort, and Szakonyi (2017) build direct measures of spending quality by combining 
a number of proxies for the quality of the nonprice outcomes of a procurement purchase. Specifically, they 
use six proxies: the number of contract renegotiations, the size of any cost overrun, the length of any delays, 
whether the end user complained about the execution of the contract, whether the contract was contested 
and canceled, and whether the product delivered was deemed to be of low quality or banned for use in 
Russia because it didn’t meet official standards.

To summarize spending quality in a single number, they take the six quality proxies and create an index 
of spending quality yi as the average of the six proxies after standardizing each one to have mean zero and 
standard deviation one, as follows (Kling, Liebman, and Katz 2007):

  (15.2)

This is done because the proxies are in different units of measurement and because some proxies will be 
more variable than others. For a deviation in a proxy to be judged as “large,” this approach conditions it on 
what other deviations we observe for that proxy. For example, there may be many complaints but very few 
contract cancellations. In that case, one would want to weight a cancellation more heavily than a complaint, 
in accordance with how rare, and thus significant, a cancellation is. With these measures in hand, Best, Hjort, 
and Szakonyi (2017) show that there are big differences across purchases in how effectively the purchase is 
carried out. They also decompose these differences into the part that can be attributed to the effectiveness of 
the individual public servants working on the purchase and the part that can be attributed to the agency that 
is receiving the item being purchased. They show that both contribute roughly equally to the differences in 
effectiveness and that together they explain around 40 percent of the variation in government performance. 
They also show how these differences in effectiveness contribute to differences in how policy changes mani-
fest in performance outcomes.

They argue that policy that is tailored to the capacity of the implementing bureaucracy can offset overall 
weaknesses in implementation capacity. The analysis provides an example of how the analytics of public 
administration can lead to direct implications for the policies that govern it.

Extending Administrative Data

Existing administrative data can sometimes prove insufficient to measure productivity in public administra-
tion, but the required information can nevertheless be obtained by the targeted data collection efforts of gov-
ernments and researchers. Bandiera et al. (2021) use administrative data from Punjab, Pakistan, to measure 
procurement performance. In their case, the existing administrative data were not sufficiently detailed to 
implement their preferred method of performance measurement, and so they worked with the government 
to design and implement an additional administrative database capturing detailed information about the 
products being purchased by procurement officers.

The government of Punjab considers the primary purpose of public procurement to be ensuring that “the 
object of procurement brings value for money to the procuring agency” (PPRA 2014). In line with this, they 
developed a measure of bureaucratic performance that seeks to measure value for money in the form of the 
unit prices paid for the items being purchased, adjusted for the precise variety of the item being purchased.
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FIGURE 15.3 Summary Statistics on the 25 Most Commonly Purchased Goods in 
the Punjab Online Procurement System, 2014–16
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Note: The figure displays summary statistics for purchases of the goods in the purchase sample . The figure summarizes the log unit prices 
paid for the goods, the number of purchases of each good, and the total expenditure on the good (in rupees) in the sample .

They proceed in two steps. First, they restrict attention to homogeneous goods for which it is possible 
to gather detailed enough data to adequately measure the variety of the item being purchased. Second, they 
partner with the Punjab IT Board to build an e-governance platform—the Punjab Online Procurement 
System (POPS). This web-based platform allows offices to enter detailed data on the attributes of the items 
they are purchasing. Over one thousand civil servants were trained in the use of POPS, and the departments 
they worked with required the offices in the study to enter details of their purchases of generic goods into 
POPS. To ensure the accuracy of the data, offices were randomly visited to physically verify the attributes 
entered into POPS and collect any missing attributes required.

After the POPS platform was run for the two-year project and the data the officers entered were cleaned, 
the analysis data set consists of the 25 most frequently purchased goods—a total of 21,503 purchases. 
Dropping the top and bottom 1 percent of unit prices results in a data set of 21,183 observations.5 Figure 15.3 
shows summary statistics of the purchases in the POPS data set. The 25 items are remarkably homogeneous 
goods, such as printing paper and other stationery items, cleaning products, and other office products. While 
each individual purchase is small, these homogeneous items form a significant part of the procurement: 
generic goods are 53 percent of the typical office’s budget in the sample.

To use these data on prices to measure procurement performance, they again need to be able to compare 
purchases of exactly the same item. The goods in the analysis are chosen precisely because they are extremely 
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homogeneous. Nevertheless, there may still be some differentiation across items, and so Bandiera et al. 
(2021) use four measures of the variety of the goods being purchased. First, they use the full set of attributes 
collected in POPS for each good. This measure has the advantage of being very detailed but comes at the cost 
of being high dimensional. The three other measures reduce the dimensionality of the variety controls. To 
construct the second and third measures, they run hedonic regressions to attach prices to each of the goods’ 
attributes. They run regressions of the form

 pigto = Xigtoλg + ρgqigto + γg + εigto, (15.3)

where pigto is the log unit price paid in purchase i of good g at time t by office o, qigto is the quantity  purchased, 
γg are goods fixed effects, and Xigto are the attributes of good g.

The second, scalar, measure of goods variety uses the estimated prices for the attributes  to 
construct a scalar measure , where A(g) is the set of attributes of item g. The third, 

coarse, measure studies the estimated s for each item and partitions purchases into high- and 

low-price varieties based on the s that are strong predictors of prices in the  control group. Finally, the 
machine-learning measure develops a variant of a random forest algorithm to allow for nonlinearities and 
interactions between attributes that regression (15.1) rules out. Appendix F.2 provides further details. This 
effort provides a way to homogenize the type and quality of goods on which government analytics can be 
performed.

Extending Administrative Data

Extending administrative data does not only imply the collection of further data. Rather, it can imply an 
extension in the methods used for analysis. A particularly powerful extension is to embed an RCT into data 
collection. In this way, the data collected reflect groups that have received a policy intervention purely by 
chance. Comparing measures of case processing between these groups thus allows one to look for differences 
that are due purely to the policy intervention and not some other mediating factor.

With the above performance measure in hand, Bandiera et al. (2021) perform just such a field exper-
iment in which one group of procurement officers is granted greater autonomy over the procurement 
process (essentially reducing the amount of paperwork required and streamlining the preapproval of 
purchases by government monitors), another group is offered a financial bonus based on their perfor-
mance, and a third group is offered both. By embedding an experiment into their analysis, they find 
that granting autonomy causes a reduction in prices by around 9 percent, illustrating that in settings 
where monitoring induces inefficiency, granting frontline public servants more autonomy can improve 
performance.

PROPERTY TAX DATA

Taxation is critical for development; however, tax systems throughout the developing world collect substan-
tially less revenue as a share of GDP than their counterparts in the developed world.6 Weak enforcement, 
informational constraints, and tax morale provide some explanation. This is also true for property taxes, 
despite their greater visibility and contribution to local public goods. Khan, Khwaja, and Olken (2016, 2019) 
describe a long collaboration with the Excise and Taxation Department in Punjab, Pakistan, on different 
mechanisms for incentivizing property tax collectors—through performance-pay and performance-based 
postings. Once again, these papers provide insight into how case data, and in this subsection, case data 
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related to the taxation of individual properties, can be combined with experimental variation to improve the 
measurement of and insights related to the performance of public administration.

The urban property tax in Punjab is levied on the gross annual rental value (GARV) of the property, 
which is computed by formula. Specifically, the GARV is determined by measuring the square footage of 
the land and buildings on the property, and then multiplying by standardized values from a valuation table 
depending only on property location, use, and occupancy type. These valuation tables divide the province 
into seven categories (A–G) according to the extent of facilities and infrastructure in the area, with a differ-
ent rate for each category. Rates further vary by residential, commercial, or industrial status, whether the 
property is owner occupied or rented, and location. Taxes are paid into designated bank branches.

The Excise and Taxation Department collects regular administrative data. Each quarter, as part of their 
normal reporting requirements, tax inspectors report their revenue collected during the fiscal year cumula-
tively through the end of the quarter, which they compile from tax-paid receipts retrieved from the national 
bank. In addition, they report their total assessed tax base both before exemptions are granted and after 
exemptions have been granted. These records are compiled separately for current-year taxes and arrears.

In theory, the performance of property tax collectors should be easy to monitor because the key measure 
of performance, tax revenue, is less subject to measurement issues than other areas of government work. 
However, in practice, measurement related to the performance of tax inspectors faces many challenges. It is 
not ex ante obvious how much credibility to give to reported tax revenues at the unit level in Punjab, given 
that the tax department’s internal cross-checks are usually run at a higher level of aggregation. Given multi-
ple reporting templates with slightly varying assumptions in use in the province, all officers can overstate the 
revenues they have generated without their misreporting being effectively detected. Similarly, the contin-
uously evolving environment in which tax collectors operate introduces further complications to under-
standing relative performance. For example, the boundaries of tax administrative units (called “tax circles” 
in Punjab) are continuously being changed, and tax circle boundaries do not overlap with the boundaries of 
political units.

For these reasons, gaining a coherent measure of the taxes collected and the performance of tax officials 
and agencies can be a challenging task. Since reported tax revenues are a function of the tax base, exemption 
rate, and collection rate, comparing collection alone is not reflective of performance. Finally, given concerns 
over multitasking, performance on revenue collection has to be matched with performance on nonrevenue 
outcomes, especially on the accuracy of tax assessments and citizen/taxpayer satisfaction.

Complexity

Rather than generating novel measures of complexity or clever systems for categorization, as in the social 
security and procurement cases, complexity was made more homogeneous in this context by standardizing 
the reporting templates and matching boundaries. The approach to ensuring a common level of complexity 
in case data can thus be relatively simple in some settings.

Quality

In the work in Punjab, to ensure the accuracy of the administrative data unit level, an additional reverifica-
tion program was instituted, involving cross-checking the department’s administrative records against bank 
records. This entailed selecting a subset of circles, obtaining the individual records of payment received from 
the bank for each property, and manually tallying the sum from the thousands of properties in each circle to 
ensure that it matched the department total.

The project found virtually no systematic discrepancies between the administrative data received from 
the department and the findings of this independent verification; the average difference between the inde-
pendent verification and what the circle had reported revealed underreporting of −0.28 percent, or about 
zero. In general, if rightly conducted, data diagnostics and audits can ensure the accuracy of administrative 
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data, help flag issues before policy decisions are based on such data, and align incentives for truthful 
reporting.

Extending Administrative Data

Once again, Khan, Khwaja, and Olken (2016) showcase the power of introducing experimentation into 
government analytics. They ran a large-scale field experiment in which all property tax units in the 
 province were experimentally allocated into one of three performance-pay schemes or a control. After two 
years, incentivized units had 9.4 log points higher revenue than controls, which translates to a 46 percent 
higher growth rate. The revenue gains accrued due to a small number of properties that became taxed at 
their true value, which was substantially more than they had been taxed at previously. The majority of 
properties in incentivized areas, in fact, paid no more taxes but instead reported higher bribes. The results 
are consistent with a collusive setting in which performance pay increases collectors’ bargaining power 
over taxpayers, who either have to pay higher bribes to avoid being reassessed or pay substantially higher 
taxes if collusion breaks down. The paper shows that performance pay for tax collectors has the potential 
to raise revenues but might come at a cost if it increases the bargaining power of tax collectors relative to 
taxpayers.

The paper also highlights the limitations of relying on existing administrative data for areas where 
multitasking can be a concern and where existing systems capture only some aspects of performance—for 
instance, administrative data usually capture revenue collection but not nonrevenue outcomes, like the accu-
racy of tax assessments and taxpayer satisfaction. To capture these nonrevenue outcomes, as well as owner 
and property characteristics to examine any heterogeneous effects, Khan, Khwaja, and Olken (2016) conduct 
a random property survey.

The survey is based on two distinct samples. The first, the “general population sample,” consists of 
roughly 12,000 properties selected by randomly sampling five GPS coordinates in each circle and then 
surveying a total of five (randomly chosen) properties around that coordinate. These properties therefore 
represent the picture for the typical property in a tax circle. The second sample, referred to as the “reassessed 
sample,” consists of slightly more than 4,000 properties (roughly 10 per circle) sampled from an admin-
istrative list of properties that are newly assessed or reassessed. These properties were then located in the 
field and surveyed. The purpose of this survey was to oversample the (few) properties that experience such 
changes each year in order to examine the impacts on such properties separately.

These survey data are used to determine the GARV of the property, which is the main measure of a 
property’s tax value before exemptions and reductions are applied and, unlike tax assessed, is a continuous 
function of the underlying property characteristics and, hence, much more robust to measurement error. 
To measure under- or overtaxation, the “tax gap” is determined as

  (15.4)

Taxpayer satisfaction is measured based on two survey questions about the quality and results of inter-
actions with the tax department. Accuracy is measured as one minus the absolute value of the difference 
between the GARV as measured by the survey and the official GARV, as measured from the tax department’s 
administrative records, divided by the average of these two values.

Khan, Khwaja, and Olken (2019), in a subsequent project, examine the impact of performance-based 
postings in the same setting and rely primarily on administrative data. They propose a performance-ranked 
serial dictatorship mechanism, whereby public servants sequentially choose desired locations in order 
of performance. They evaluate this using a two-year field experiment with 525 property tax inspectors. 
The mechanism increases annual tax revenue growth by 30–41 percent. Inspectors who the model predicts 
face high equilibrium incentives under the scheme indeed increase performance more. These results 
 highlight the potential of periodic merit-based postings in enhancing bureaucratic performance.7
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CONCLUSION

In this chapter, we have discussed how public sector organizations can use administrative data to con-
struct measures of performance across three important realms of government operations: the delivery 
of social security programs, the procurement of material inputs, and tax collection. Agencies whose 
primary work consists of processing claims can use their existing records to construct a measure of the 
volume of services provided (that is, a complexity-adjusted index of claims processed) and proxies for 
the quality of service (that is, the error rate and timeliness in claim processing). Similarly, government 
organizations purchasing goods and services can leverage their existing procurement records to con-
struct two measures of performance: the price paid for homogeneous goods and an index of spending 
quality that combines information on the number of contract renegotiations, cost overrun, the length 
of delays, complaints, contract cancellations, and whether the product delivered did not meet minimum 
quality standards. When the administrative data are not sufficiently detailed, governments can develop 
a platform that standardizes the procurement process and collects the underlying data. Finally, taxation 
authorities can construct reliable measures of tax revenue by standardizing the process through which 
tax collectors report the taxes they have collected and instituting a set of automatic checks to ensure 
data accuracy.

Better measures of performance may help governments improve the effectiveness of public service 
provision. For example, policy makers can use these performance measures to identify the best-performing 
offices, learn about “best practices,” and export them to the underperforming sites. Government agencies 
can also use these metrics to identify understaffed sites and reallocate resources toward them. Moreover, 
governments can monitor the performance of public offices and intervene promptly when a challenge 
arises. Finally, they can use these measures to design incentive schemes aimed at improving public service 
provision.

Administrative records typically include large amounts of data, and performing statistical analyses on 
them involves some practical challenges. First, not all public sector organizations employ workers who 
have the technical skills to repurpose data for performance measurement and carry out the statistical 
analyses. This challenge can be addressed by partnering with external researchers experienced in this area. 
Second, governments should take all necessary steps to protect data confidentiality when granting access 
to their internal records. This may involve anonymizing data to protect the identity of the subjects being 
studied, transferring data through secure protocols, and ensuring that data are stored on a secure server. 
In some cases, government organizations may also invest in their own IT infrastructure, such as a large 
server to store data and a set of workstations through which researchers can access anonymized adminis-
trative records.

The approaches described in this chapter have the potential to promote evidence-based policy mak-
ing within government organizations, resulting in more effective public service provision. An example of 
such impacts comes from the tax analytics work described in this chapter. Over the course of the research 
collaborations discussed, the Punjabi tax authorities began to digitize and geocode unit data at the prop-
erty level. This database is now being regularly updated. Tax notices are now issued through an automated 
process, supporting tax staff still responsible for field work and for updating property status—for example, 
covered area, usage (residential, commercial, or industrial), and status (owner-occupied or rented)—and 
for providing the information relevant for deciding on exemptions. This reduces the human interface 
between tax collectors and taxpayers. It allows for more sophisticated analysis and data visualization con-
ducted at more granular levels—for example, at neighborhood levels—in real time. The data are now being 
used by the Urban Unit in Pakistan, different government agencies, and by analysts to address a range of 
policy questions.
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NOTES

1. Many governments put effort into standardizing case data to increase their capacity to undertake analytics. For example, 
a number of countries have introduced the Standard Audit File for Tax (SAF-T) for all taxpayers, a protocol for the data 
collected on each case (OECD 2017).

2. To evaluate the performance of government agencies, it is also important to account for the fact that many government 
agencies also have front-office operations. Measuring productivity in any customer-facing setting is challenging. While 
some agencies use customer ratings, the ISSA measures front-office output using the inputs—the amount of time employ-
ees spend on front-office duties. Thus, the measure bluntly captures the value of staffing the office without adjusting for the 
number of customers served or the complexity of their demands. An agency may also consider constructing a measure of 
front-office operations analogous to the one used for claim processing. The additional challenge is that allowing front-office 
employees to self-report their output may incentivize employees to misreport the activities they undertake.

3. The website can be accessed at http://zakupki.gov.ru/.
4. Article 1 of Federal Law 94 (FZ-94), which transformed Russia’s public procurement system in 2005, declares the aim of 

procurement to be the “effective, efficient use of budget funds.” The law also introduced minimum price as the key criterion 
for selecting winners for most types of selection mechanisms (Yakovlev, Yakobson, and Yudkevich 2010).

5. The majority of these outliers are the result of officers adding or omitting zeros in the number of units purchased.
6. According to 2018 World Bank data, tax revenue as a share of gross domestic product stood at 11.4 percent in lower- 

 middle-income countries, compared to 15.3 percent in high-income countries.
7. In ongoing work with the tax authorities and the local government, Khwaja et al. (2020) examine strengthening the social 

compact between citizens/taxpayers and the government by linking the (property) taxes citizens pay with the services they 
receive at the neighborhood level. Combining administrative data from tax and municipal agencies at the neighborhood 
level provides local-level measures of variation in public service provision, tax and fiscal gap, administrative performance, 
and sociopolitical dynamics.
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CHAPTER 16

Government Analytics 
Using Machine Learning
Sandeep Bhupatiraju, Daniel Chen, Slava Jankin, Galileu Kim, 
Maximilian Kupi, and Manuel Ramos Maqueda

SUMMARY

The use of machine learning offers new opportunities for improving the productivity of the public sector . 
The increasing availability of public sector data and algorithmic approaches provides a conducive 
environment for machine learning for government analytics . However, the successful deployment of 
machine-learning solutions requires first developing data infrastructure of the required quality to feed 
these algorithms, as well as building the human capital necessary to develop them . Ethical principles 
regarding the use of machine-learning technologies must be defined and respected, particularly for 
the justice system . This chapter provides an overview of potential applications of machine learning in 
the public sector and in the justice system specifically, as well as the necessary steps to develop them 
sustainably and ethically . It then analyzes the case of machine-learning deployment in India to illustrate 
this process in practice .

ANALYTICS IN PRACTICE

 ● Machine learning is fundamentally a methodological approach: it defines a performance indicator 
and uses collected data to train an algorithm to improve this indicator. Because of this relatively broad 
definition, machine learning includes different algorithms and may be applied in a variety of domains, 
from payroll fraud detection to court rulings. This flexibility requires practitioners to make key design 
decisions: what kind of performance indicator will be used? What training data and algorithm will be 
deployed? These decisions may substantially alter the machine-learning algorithm’s results. Making these 
decisions thus requires close collaboration between machine-learning engineers, domain experts, and 
the agencies that will use the technology.
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(DIME) Department. Daniel Chen is a senior economist at DIME. Slava Jankin is a professor of data science and public policy at the Her-
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 ● Machine learning can leverage large amounts of administrative data to improve the functioning of public 
administration, particularly in policy domains where the volume of tasks is large and data are abundant 
but human resources are constrained. Governments generate large amounts of administrative data on an 
almost-daily basis, but these data are seldom used to improve the production function of public admin-
istration. At the same time, civil servants are constrained in the amount of time they can dedicate to 
complete tasks—as well as in the amount of information they have readily available. Machine learning 
can process large amounts of administrative data, structuring them around performance indicators that 
algorithms are well suited to optimize. For example, machine-learning algorithms can be trained, using 
procurement data, to predict whether new, incoming contracts are irregular or not, at a scale and speed 
which far exceed human capacity.

 ● While machine learning can offer efficiency gains in public administration, governments need to be 
aware of their role in generating and using measurements in public administration, as well as their ethi-
cal responsibilities. Machine-learning algorithms require extensive data and measurements on both citi-
zens and civil servants, but these data are often collected without their consent. As a result, governments 
should be transparent about how these data are being used to enhance public administration and how 
these technologies are being used to affect public administration. Care should be taken not to reproduce 
biases, such as racial or gender discrimination, in the machine-learning algorithms.

 ● To fully reap the benefits of machine learning, governments must undertake long-term investments in 
data infrastructure and human capital. Before machine learning is implemented, investments in data 
infrastructure must take place. Data quality needs to be improved and data pipelines must be developed 
to train the algorithm. Additionally, specialized machine-learning engineers must be hired and trained 
to implement the technology in the public sector. These investments are costly and require long-term 
planning: governments should not expect machine-learning technologies to be developed overnight.

 ● Machine-learning experts should collaborate with subject matter experts to guide how machine- learning 
technology will benefit the civil servants who will use it. Besides the technical knowledge to develop 
and operate machine-learning technologies, substantial levels of domain and political expertise, as 
well as awareness about potential ethical and legal pitfalls, are necessary to ensure the effective use of a 
machine-learning solution. For example, if the machine-learning technology is meant to assist judges in 
reducing racial bias, judicial experts and judges themselves should be consulted to ensure that relevant 
performance indicators and data are used. Including civil servants in the development of the solution 
also facilitates the adoption of the new technology.

 ● Machine learning is not a panacea, and practitioners should be aware of the limitations of the approach 
to fully leverage its benefits. Algorithms are limited to what is measurable by data, and performance 
indicators may reflect the bias of machine-learning engineers and the data themselves. Improving a par-
ticular performance indicator may not necessarily be the best way of achieving a policy goal. As a result, 
machine-learning applications should not be considered as a substitute for policy making but as a tool to 
complement and enhance decisions made by government agencies and their civil servants.

INTRODUCTION

Machine learning is a discipline that focuses on the development of computer systems (machines) that, 
through the analysis of training data, can improve their performance (learn) (Jordan and Mitchell 2015). 
Recent advances in data collection and processing power have expanded opportunities for machine- learning 
applications in a variety of fields. Advances in machine learning have brought tangible benefits in the worlds 
of business and medicine and in large-scale systems more generally (Brynjolfsson and McAfee 2017). 
However, this growth in opportunity has often led to excessive optimism about what machine learning can 
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accomplish, as well as a tendency to downplay the potential steep costs of deploying machine-learning tech-
nologies (Chen and Asch 2017).

We start our discussion by offering a general definition of machine learning. What distinguishes machine 
learning from other methodological approaches is the definition of a learning problem under a statisti-
cal framework. Following Jordan and Mitchell (2015, 225), we define a learning problem as a “problem of 
improving some measure of performance when executing some task, through … training experience.” The 
following example illustrates a machine-learning approach. Suppose a government is interested in reduc-
ing irregularities in its payroll system. One measure of performance would be the proportion of irregular 
paychecks correctly identified by the machine. The training experience—or data—would be a collection 
of paychecks manually classified by payroll analysts (see case study 2 in chapter 9). The learning problem 
would thus define a statistical model that learned how best to predict irregular paychecks by being trained on 
historical payroll data.1

In this chapter, we discuss applications of machine learning to public administration. We outline the 
data infrastructure and human capital requirements for developing machine-learning applications, as well as 
potential complementarities with public servant surveys. As noted in chapter 9 of The Government Analytics 
Handbook, the foundational step for any form of data analytics—including machine learning—is the devel-
opment of a robust data infrastructure. We also highlight ethical concerns regarding the development and 
deployment of machine-learning applications, which relate directly to the discussion in chapter 6. Despite 
our focus on machine learning, we consider the broader shift to a data-driven and statistically informed 
culture—regardless of the implementation of algorithms—to be often already sufficient for bringing sub-
stantial benefits to public service delivery. These benefits include organizational changes, data literacy, and 
performance monitoring. With the transition to data-driven policy making, machine-learning applications 
are a natural next step in government analytics, automatically leveraging data to improve the performance of 
public administration through well-defined performance metrics.

Following this broader discussion of machine learning in public administration, we focus on 
machine-learning applications in justice systems. Within public administration, the justice system generates a 
large number of case rulings linking legal cases and actors (training data) to ideally fair rulings (performance). 
Thus, a potential machine-learning learning problem is: can we identify and reduce racial bias in court rulings 
by training an algorithm on a collection of case rulings? Instead of defining what a fair ruling is, we might 
define what an unfair ruling is. For instance, the decision of the judge should not be influenced by extraneous 
factors, such as the time of day or the race of the defendant. By identifying cases in which the decision has been 
influenced by such biases, a machine-learning model can potentially identify and ultimately prevent unfair 
rulings. This approach thus allows machine learning to improve the quality and fairness of judicial decisions 
(Ramos-Maqueda and Chen 2021). Despite this promise, limited data literacy and statistical training inhibit 
applications of data analytics in general—and machine learning specifically—in the judiciary.

Machine learning is not a panacea: it requires significant investments before any of its benefits come to 
fruition. As we detail throughout this chapter, machine-learning applications require investments in data 
infrastructure and the development of the human capital necessary to develop and deploy machine-learning 
algorithms. Undertaking these investments—and often long cycles of development—requires resources and 
long-term horizons before the benefits of the approach become apparent. Additionally, ethical concerns regard-
ing embedded racial or gender biases in training data highlight how technologies can inadvertently reproduce 
the same human biases they were designed to eliminate. Thus, initial optimism regarding the revolutionary 
potential of machine-learning approaches should be balanced by a recognition of their limitations (Cross 2020).

Practitioners have much to gain from deploying machine learning in public administration. Defining 
performance metrics and automating the training of algorithms through large-scale data can improve the 
functioning of public administration—particularly when oriented toward well-defined tasks with an abundance 
of quantitative data. Performance improvement can come simply from embedding a data-driven approach to 
government functioning. There is not always a need for sophisticated approaches in machine learning to make 
progress. In fact, machine learning generally comes only after more basic steps have been taken on data man-
agement and analytics in public administration, as highlighted in other chapters of the Handbook.
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This chapter is structured as follows. Section 1 describes applications of machine learning in public 
administration. Section 2 then outlines a road map to applying machine learning in the public sector, focus-
ing on data infrastructure requirements and human capital needs. Section 3 shifts our focus from public 
administration in general to the justice system. In doing so, it highlights applications of machine learning 
in the justice system, as well as the data infrastructure and human capital required to implement them. 
Section 4 presents a case study from India illustrating machine-learning approaches to justice in practice. 
Section 5 moves beyond descriptive analysis to outline how machine learning can be used to assist causal 
inference. Finally, we conclude.

MACHINE LEARNING FOR PUBLIC ADMINISTRATION

The use of machine learning is spreading across many functional areas of public administration. While 
European Union (EU) governments focus on service delivery and public engagement, other areas, such 
as internal management and law enforcement, are progressively being targeted for the deployment of 
machine-learning solutions to increase their efficiency and effectiveness (Misuraca and van Noordt 2020). 
The applications are diverse, from detecting COVID-19 outbreaks to simulating the impact of changes in 
macroeconomic policy. Machine-learning applications thus provide novel ways for governments to use their 
data to improve public administration. Chapter 15 of the Handbook highlights how machine learning can be 
used to detect similarities between goods in public procurement.2

The use of machine learning provides a few advantages compared with more standard analytical 
approaches. Standard data analytics provides the analyst with tools bounded by the analyst’s capacity to 
investigate connections between variables in the data—often the coefficients in a regression specification. 
However, in many public administration settings, the analyst is confronted with factors—individual or orga-
nizational—that may influence a policy outcome without the analyst’s knowledge. Machine learning enables 
the exploration of relationships between variables in a principled, and often unsupervised, way. However, 
causality in machine learning is a relatively recent development, and it presents considerable challenges.3 
Potential applications, therefore, focus less on causal interventions or experiments and more on solutions 
that, based on given data, best perform an accurate prediction.

The primary focus of this section is on applications of machine learning for administrative data.4 
However, governments may leverage public servant surveys to complement this analysis, particularly for 
personnel data. For example, a government may be interested in better understanding job satisfaction and 
how it relates to staff turnover. While a machine-learning analysis could be useful in identifying potential 
patterns in civil service exit from the full population of interest as a function of demographics (sex, age, 
 education, or race), it might not provide much information about the attitudes of the staff who are at risk 
of exiting. A public servant survey provides a complement for answering this kind of “why” question, but it 
may not be large enough to find general patterns in the first place—particularly if it is not linked to adminis-
trative data on exits, which is often difficult to do. Thus, machine-learning applications on human resources 
data outperform surveys at identifying certain kinds of patterns, but they need to be complemented by sur-
veys explaining these patterns and highlighting potential interventions that might address problems.

Machine-Learning Applications

Applications of machine learning can be subsumed under the following three categories.

Detection and Prediction

Machine learning can help policy makers detect and predict destructive events, improving the design and 
implementation of adequate policy measures. This is the largest application of machine-learning approaches, 
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addressing issues such as COVID-19 outbreaks, fake news, hate speech, tax fraud, military aggression, 
terrorist activity, cyberattacks, natural disasters, street crime, and traffic congestion—to mention only a few. 
While the detection and prediction of destructive events is only the first step toward effective government 
intervention, it is an important instrument for effective policy making.

For example, in Delhi, over 7,500 CCTV cameras, automatic traffic lights, and 1,000 LED signs are 
equipped with sensors and cameras that collect traffic data, which a machine-learning system processes into 
real-time insights. Local authorities can then decide how to balance traffic flow in real time and identify traffic 
patterns and congestion trends in order to plan for the long-term mitigation of traffic problems (Devanesan 
2020). Besides these benefits, which are geared toward improving general traffic flow, these systems are also 
used by the Delhi Police to track and enforce traffic violations, such as speeding or illegal parking (Lal 2021).

More generally within public administration, machine-learning approaches have been used to improve 
the machinery of government itself. For example, chapter 15 of the Handbook highlights how machine- 
learning techniques have been applied to detect corruption in public procurement. One prominent example 
of this application is the use of decision tree models (random forest and gradient boosting machine) to 
detect the presence of Mafia activity in procurement contracts in Italy (Fazekas, Sberna, and Vannucci 2021). 
In Brazil, federal agencies have deployed machine learning to detect evidence of corruption in federal trans-
fers to municipal governments, as well as in irregularities in paychecks issued to civil servants, as described 
in case study 2 in chapter 9.5

Simulation and Evaluation

Simulating and evaluating the impact of future policy measures is another widespread application area for 
machine learning. Simulating the potential costs of a policy measure against its expected benefits has become 
an increasingly relevant tool for governments. For example, in the United States, a simulation known as the 
National Planning Scenario 1 allows policy makers to simulate what might happen if Washington, DC, were 
subject to a nuclear attack (Waldrop 2018). Whether policies are designed to stimulate the economy or to 
contain the spread of a virus, simulation and evaluation provide valuable insight to policy makers before 
implementation, allowing them to choose which policies maximize intended effects.

Personalization and Automation

Machine learning can also be applied to the personalization and automation of government processes and 
services. For example, policy makers may customize digital government services for parents to every life 
stage of their newborn child or tailor the provision of health care services to each patient’s particular needs. 
Additionally, the automation of repetitive tasks leaves more time for public servants to do other tasks. All in 
all, these novel technologies may help governments be more efficient in their use of time and increase their 
responsiveness to citizens’ needs.

A medical example illustrates this approach. There has been growing interest within the US federal 
government in using machine learning to improve public health outcomes. A series of pilots to develop 
such machine-learning solutions have been rolled out. These include the prediction of potential adverse 
drug reactions using medical reports, the classification of whether a child is likely to have autism based on 
medical records, and the prediction of unplanned hospital admissions and adverse events (Engstrom et al. 
2020, appendix). Another study has found, through the application of machine-learning techniques, that 
physicians overtest low-risk patients but simultaneously undertest high-risk patients (Mullainathan and 
Obermeyer 2022).

Practical Steps for Machine Learning in Public Administration

The implementation of machine learning in public administration comprises two key steps. The first is 
building a high-quality data infrastructure to feed the necessary training data to the machine-learning 
algorithm. Because public administration data infrastructures are often developed without machine-learning 
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applications in mind, adaptation is often necessary. New data pipelines need to integrate public sector 
information systems that previously operated in isolation, such as public procurement and budget data. Data 
standardization practices, such as ensuring that variables in different data tables are named consistently, 
and other quality checks need to be in place to ensure that the data fed to the machine-learning system are 
accurate and comprehensive.

Another key step is developing the human capital necessary to deploy machine learning. Before ful-
filling the promise of automated, self-learning algorithms, a team of human developers is necessary to set 
the system in place. In fact, the entire pipeline, from data infrastructure to the training of the algorithm to 
disseminating actionable insights for policy makers, has to be designed by humans. Having an in-house team 
capable of developing and maintaining machine-learning applications is crucial. Continuous collaboration 
between the machine-learning implementation team and policy colleagues who will use its insights ensures 
that applications are adapted for and stay relevant to public administration’s needs.

In the following sections, we dig deeper into these steps. In so doing, we highlight examples of strate-
gies to ensure that both the data infrastructure and the human capital requirements are in place to deploy 
machine learning in public administration.

Public Sector Data Infrastructure for Machine Learning

Machine learning requires large volumes of data. These data should be of high quality: they should be com-
prehensive, covering all measurements necessary for the algorithm, and complete, reducing to the extent 
possible any gaps in measurement that may arise. A robust data infrastructure ensures that these two prin-
ciples are respected and is a prerequisite for any machine-learning application. The implementation process 
may require upgrading legacy information systems or integrating new systems into old ones to process the 
resulting, often large, data sets. Practitioners may benefit from referring to the Handbook’s wider discussion 
of how to reform data infrastructure for analytical insights; this discussion provides lessons that apply to 
machine-learning settings as well (chapter 9).

Some types of data structure may be more amenable to machine learning than others. Machine-learning 
applications often require structured data—with well-defined formats and measurements—so policy areas 
that traditionally deal with structured data, such as finance or budget data, lend themselves particularly well 
to it. (For an overview of using budgetary data for analytics, see chapter 11.) At the same time, governments 
produce unstructured data—which lack a predefined data format—such as  written documents, meeting 
recordings, and satellite imagery. To take full advantage of this range of data,  practitioners should develop a 
flexible storage solution that accommodates different types of data. This flexibility should be complemented 
by thorough documentation of data collection and standardization practices, as well as by measures to ensure 
compliance with data security regulations, such as the EU’s General Data Protection Regulation (GDPR).

The deployment of this data infrastructure requires long-term, costly investment. Data engineers and 
information technology technicians should partner with the machine-learning implementation team to 
define data requirements, identify relevant variables, and connect the machine-learning applications to the 
data infrastructure. The development of a robust data infrastructure is foundational for the effective deploy-
ment of machine learning in public administration and should always precede it. Since the data infrastruc-
ture is embedded within public administration, its development requires careful coordination between 
machine-learning engineers, data engineers, and their institutional counterparts who own permissions to the 
data. Data should be integrated across government agencies to ensure that the largest pool of data is made 
available for training the application. Open communication between teams and agencies is therefore key.

Human Capital Requirements for Machine Learning in Public Administration

A sustainable machine-learning application is often best achieved by building on in-house human capital. 
This ensures that the developed solutions are in line with existing government regulations and that pol-
icy choices are encoded faithfully. Furthermore, in-house machine-learning experts will be more likely to 
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possess the necessary subject and political expertise required to implement machine-learning solutions in a 
policy area. Finally, even if an agency decides to rely on external service providers, a certain level of embed-
ded expertise is required to know what is technically possible and feasible, as well as to make informed 
judgments about the quality of contractor-provided solutions.

To build the necessary skills infrastructure in government organizations, it is first necessary to under-
stand what competencies are needed for machine-learning developers. Naturally, knowledge about 
machine-learning and deep-learning algorithms is necessary. Beyond this basic knowledge, methods for 
dealing with large-scale data and databases in general and knowledge about distributed computing systems 
are also key. To successfully develop, deploy, and operate machine learning in government, familiarity with 
human- centered design and acquaintance with the legal and ethical frameworks in public administration 
are important. Finally, policy-area expertise and knowledge about governance and policy making in general 
enable machine-learning applications to be anchored in the operational needs of government.

Integrating the necessary skills infrastructure within government organizations often proves to be diffi-
cult. Hence, governments should follow one or more of the following best practices. Machine-learning talent 
does not usually follow the classical tenure path of public sector officials. Lateral entries or dedicated pro-
grams that allow entries for a limited amount of time can be effective methods for attracting these specialists 
into government offices. Furthermore, adapting job-classification schemes to include machine-learning- 
related job categories and increasing salaries and career prospects to better compete with comparable 
private sector job placements are advisable strategies. Ultimately, it is important to raise awareness among 
the target talent group about the motivating challenges (for example, social impact) and rewarding benefits 
(for example, job stability and work-life balance) of public sector work.6

Once in government, machine-learning experts’ work can benefit greatly from exchange and knowledge 
sharing with colleagues. Establishing so-called communities of practice to cross knowledge boundaries 
within and across agencies can help gain legitimacy in relation to relevant stakeholders and foster collab-
oration among different agencies. Including nontech colleagues in these communities can also ensure that 
machine-learning applications are developed in a user-friendly manner and integrate well into the daily 
activities of public servants.7 Another often-applied practice is the establishment of excellence centers that 
offer research, support, and training services and help agencies stay on the cutting edge of machine-learning 
technology. Finally, open communication, such as through blogs or dedicated events, can help other depart-
ments take notice and learn from each other’s experiences.

Collaborations with external experts and research institutions can be another effective approach to 
bringing external expertise into a specific project while maintaining control and monitoring quality. Besides 
concrete project collaborations, establishing academic partnerships, like mobility or internship programs for 
the temporary assignment of personnel between government agencies and universities or research centers, 
can help institutionalize such collaborative efforts. Also, tailoring the machine-learning-related educational 
offerings of partner academic institutions to the particular needs of government organizations can be a 
viable way to ensure an inflow of machine-learning talent. Finally, building and sustaining intersectoral and 
interdisciplinary networking initiatives focused on the use of machine learning in government can help 
establish collaborations and foster learning and exchange.

Ethical Considerations for the Deployment of Machine Learning

Ethical considerations should be at the forefront of machine-learning deployment in public administration, 
and of analytical applications more broadly.8 The social contract between governments and citizens differs 
substantially from the one that private sector companies have with their customers. Citizens or civil servants 
rarely have a choice about whether to share their data with the government. This makes data security and 
privacy particularly sensitive because most machine-learning applications require substantial amounts of 
data for appropriate training. On top of more general regulations, like the GDPR, ensuring the responsible 
usage and sharing of data, potentially by applying adequate anonymization techniques, should be a priority 
for governments to ensure citizens’ trust (for a more extensive discussion, see chapter 28).
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Another factor that can inhibit citizens’ trust stems from the rare position of governments in relation 
to machine-learning technologies. Governments unify the roles of user and regulator in a single entity. 
This makes the public sector’s use of machine learning a particularly delicate target of public scrutiny. 
Cases in which government machine-learning systems violate citizens’ rights, like the recent case of the 
Dutch automated surveillance system for detecting welfare fraud, pose serious threats to citizens’ trust 
(see box 16.1). It is therefore necessary to faithfully encode legal and political choices and ensure com-
pliance with international regulatory frameworks to ensure ethical machine-learning applications in the 
public sector.

Applications of machine learning in government must consider that citizens often rely only on the 
government for public services like social security. This is a particular challenge to using machine learning 
in settings where the algorithm must make a choice. For instance, regarding social security systems, an 
algorithm might decide whether a citizen is eligible for a particular government benefit. In this situation, 
the algorithm would have to compare what would happen if the citizen were granted the benefit versus if the 
citizen were not. The algorithms that underlie this decision-making have to make assumptions about what 
would happen in each scenario, and the usefulness of the final decision depends on how appropriate these 
underlying assumptions were. If a citizen were denied a benefit due to an algorithm’s decision, who would 
hold the algorithm accountable?

BOX 16.1 The Precedent Case of the Netherlands’ Automated 
Surveillance System

On February 5, 2020, the District Court of The Hague ruled that SyRI (Systeem Risico Indicatie), a 
machine-learning application used by the government of the Netherlands to detect welfare fraud, 
violated Article 8 of the European Convention on Human Rights (ECHR)—that is, the right to respect 
for private and family life . This case is one of the first times a court has stopped a government’s use of 
machine-learning technologies on human rights grounds and is thus considered to offer an important 
legal precedent for other courts to follow .

SyRI was designed to prevent and combat fraud in areas such as social benefits, allowances, and 
taxes by linking and analyzing data from various government and public agencies and generating 
personal risk profiles . It was deployed by the Minister of Social Affairs and Employment upon the 
request of various public agencies, including, among others, municipalities, the Social Insurance 
Bank, and the Employee Insurance Agency . The system mainly used a neighborhood-oriented 
approach, meaning it targeted specific neighborhoods where the linked data indicated an increased 
risk of welfare fraud .

Although the Court agreed with the government of the Netherlands that the fight against fraud is 
crucial and thus that employing novel technologies offering more possibilities to prevent and combat 
fraud generally serves a legitimate purpose, it ruled that the way SyRI was operated did not strike a “fair 
balance” between social interests and violation of the private lives of citizens, as required by the ECHR . 
In particular, the Court stated that due to the lack of insight into the risk indicators and the operation of 
the risk model, the system had violated the transparency principle and that discrimination or stigmatiza-
tion of citizens in problem areas could not be ruled out .

The ruling, which led to the immediate halt of SyRI and caused public uproar far beyond the 
 Netherlands, is a telling example of the potential negative consequences of applying machine- learning 
systems for government purposes without adequately addressing their potential ethically adverse 
side effects .
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Often, modeling assumptions are not directly testable and hence require a substantial level of expertise 
over both what assumptions the algorithm is making and the suitability of those assumptions for a given 
public sector setting (Athey 2017). Public policy making through machine learning therefore raises import-
ant ethical questions. Choices may be made on behalf of government officials about citizen outcomes by 
machines they do not fully understand. For this reason, there is tension between the use of machine-learning 
technology to improve public administration and the oversight required to ensure that its use is in accor-
dance with ethical principles. This tension becomes particularly salient when the use of previous adminis-
trative data for algorithm training introduces human biases into the system. Not uncovered, these biases can 
lead to “discrimination at scale” in sensitive areas such as racial profiling.

Finally, most applications of machine learning for government purposes are not static and should be 
adapted to evolving understandings of ethical principles. For example, algorithms for detecting fraud need 
to be constantly updated or retrained to address new forms of misconduct uncovered by agency employees 
and avoid an excessive focus on past forms of misconduct. Without such updating, algorithms may be biased 
toward past versions of criminal conduct. Constant updating by consulting domain experts and ethical 
advisors is necessary to ensure the effectiveness and ethical compliance of machine-learning technologies 
in government.

MACHINE LEARNING FOR JUSTICE

We now turn our focus to applications of machine learning in the justice system. The justice system is an 
institutional setting with high-frequency data, well-documented cases, extensive textual evidence, and a host 
of legal actors. As such, it is a useful setting within which to explore the use of machine learning for admin-
istration in the public service. An example of a core analytical question in justice is how the characteristics 
of judges impact judicial outcomes, such as rulings. This is a formulation of a wider question about how the 
individual characteristics of public officials impact the quality of public services provided by the govern-
ment. It is a question that the analytics of public administration can investigate with the right measurement, 
data infrastructure, and skills for analysis.

Significant progress has been made in answering this question using machine learning (Chen 2019a, 
2019b; Rigano 2018). In the United States, machine learning is already used in processing bail applications, 
DNA analysis of crimes, gunshot detection, and crime forecasting (Epps and Warren 2020; Rigano 2018). 
The large volume of data from surveillance systems, digital payment platforms, newly computerized bureau-
cratic systems, and even social media platforms can be analyzed to detect anomalous activity, investigate 
potential criminal activity, and improve systems of justice. For example, after the January 6, 2021, riots at the 
US Capitol, investigators used machine-learning-powered facial-detection technologies to identify partici-
pants and initiate prosecutions (Harwell and Timberg 2021). Machine-learning systems can also reduce the 
barriers to accessing courts by providing users with timely information directly, rather than through lawyers. 
Sadka, Seira, and Woodruff (2017, 50) find that providing information to litigants in mediation reduces the 
overconfidence of litigants and nearly doubles the overall settlement rate, but this only occurs when litigants 
are informed directly rather than through their lawyers.

The application of machine-learning systems to justice systems is useful because slight tendencies in 
human behavior can have significant impacts on judicial outcomes. A growing body of work demonstrates 
how small external factors, most of which participants are unaware of, can leave their mark on the outcomes 
of legal cases. Analysis of courts in the US, France, Israel, the United Kingdom, and Chile, for example, has 
found that in various settings, the tone of the words used in the first 3 minutes of a hearing, the incidence 
of birthdays, the outcomes of sporting events, and even the time of day of a hearing or a defendant’s name 
can affect the outcome of a case (Chen 2019a). An analysis of 18,686 judicial rulings by the 12 US circuit 
courts (also known as courts of appeals or federal appellate courts), collected over 77 years, illustrates that 
judges demonstrate considerable bias before national elections (Berdejó and Chen 2017). Similarly, there is 
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new evidence on sequencing matters in high-stakes decisions: decisions made on previous cases affect the 
outcomes of current cases even though the cases have nothing to do with each other. For instance, refugee 
asylum judges are two percentage points more likely to deny asylum to refugees if their previous decision 
granted asylum (Chen, Moskowitz, and Shue 2016).

Given the abundant evidence of how bias shapes decisions made by officials in the justice system, 
machine-learning methods can identify these sources of bias and signal when they shape judicial outcomes. 
The subtlety of different forms of bias requires an approach that searches through a very large number of 
relationships to detect their wider effects, an approach for which machine learning may be well suited. This 
can result in a more streamlined system and a reduction in backlog. Such tools can identify discrimination 
and bias even when these are not evident to the participants in the courts themselves, thereby strengthening 
the credibility of the judiciary (Bhushan 2009; Galanter 1984; Kannabiran 2009). Moreover, as large backlogs 
of cases are a significant problem for the efficiency of the judiciary in developing countries, interest is grow-
ing in performance metrics that will improve the functioning of the judiciary.

The adoption of machine-learning systems, however, is not an easy-to-implement solution, in partic-
ular for the justice system. Despite the growing availability of judicial data, it is first necessary to process 
these data in a way that is amenable to machine learning. This requires the integration of data from different 
sources, the processing of textual data into quantifiable metrics, and the definition of indicators for learn-
ing tasks that reflect either performance objectives or the operationalization of the concepts of fairness and 
impartiality. This is not an easy task: it requires substantial investments in data infrastructure and human 
capital, as well as building a conceptual framework. Therefore, to implement machine-learning algorithms 
successfully, justice systems need to acquire and train teams of machine-learning engineers, subject matter 
experts, and legal actors to develop machine-learning algorithms that are operationally relevant. These con-
siderations are similar to the ones highlighted in the broader consideration of public administration.

Finally, there are ethical concerns regarding machine-learning applications for judicial outcomes. 
Practitioners and citizens may raise questions regarding the interpretability of algorithms because technolog-
ical sophistication creates a “black box” problem: increases in technology’s sophistication make its operation 
less interpretable (Pasquale 2015). The challenge of interpretability also raises concerns about accountability 
and oversight for these systems. Furthermore, the gap between those who can and those who cannot access 
and understand these technologies exacerbates existing social divisions and intensifies polarization. For all 
these reasons, machine-learning tools should be seen as complements to rather than substitutes for human 
decision-making, in particular for institutions that make life-altering decisions, such as the judiciary.

Judicial Data Infrastructure for Machine Learning

It is increasingly recognized that “the world’s most valuable resource is no longer oil, but data” (Economist 
2017). Like oil, raw data are not valuable in and of themselves; their value arises when they are cleaned, 
refined, processed, and connected to other databases that allow for the generation of insights that inform 
decision-making. This is particularly true in the field of machine learning, which requires large amounts of 
data to build accurate predictive models that provide information on the process, behaviors, and results of 
any indicators of interest.

Judiciaries collect vast amounts of data daily. Despite the availability of data, judicial data have rarely been 
analyzed quantitatively. In recent years, the transition from paper to e-filing and case management systems 
has facilitated the systematic analysis of massive amounts of data, generating performance metrics that can be 
used to evaluate courts and justice actors. Furthermore, with advances in machine learning, natural language 
processing (NLP), and processing power, these data create valuable opportunities to apply machine-learning 
models to evaluate and improve justice systems (Ramos-Maqueda and Chen 2021). Nonetheless, the extent to 
which countries can utilize novel approaches in machine learning and data analytics will depend on the avail-
able data infrastructure. The question, then, is which data do (and should) judiciaries collect?

In the justice domain, an integrated justice system brings together data on each case and connects 
these data with information on the actions and decisions at each case milestone. For instance, this includes 
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information on the case filing, initial decisions, hearings, rulings, and sentences for each case. These data 
should also relate to potential appeals in order to help understand the evolution of the case. By implementing 
NLP on the text of case filings or judicial decisions, judiciaries can automate the revision of case filings or 
identify relevant jurisprudence for judges and court actors, for instance. Beyond information on the justice 
process itself, judiciaries will gain valuable insights from connecting these data with other information, such 
as human resources data, information on recruitment, or data from judicial training, to understand how best 
to select, train, and motivate judges depending on their background and experience.

To evaluate the impact of machine-learning interventions in justice, judiciaries should ideally collect 
information from other agencies involved in the justice process, as well as the economic outcomes of the 
parties involved. In criminal justice, an interoperable data ecosystem will connect judicial data with data 
from the prosecutor’s office, the police, and the prisons, which will enable judiciaries to understand where 
the case has come from and the implications of judicial sentences. In civil cases, this may include economic 
data on citizens and firms who participate in the justice system, such as tax data, social insurance data, or 
procurement data. This way, judiciaries will be able to evaluate the impact of machine-learning applications 
not only on the judicial process but also on the lives of citizens and the financial status of firms that use the 
justice system.

In addition to the external and internal databases, it is also recommended that judiciaries carry out sur-
veys that complement administrative information with the experience of the parties and employees involved 
in the justice system. Administrative data will not capture important elements of user or employee satis-
faction, for instance, so survey data are a necessary complement for understanding the impacts of any new 
machine-learning models. We also recommend surveying those who are not necessarily part of the justice 
system—but who could be potential users in the future—through legal needs assessments.

Finally, there are additional complexities to developing data ecosystems for machine learning. Data must 
be of high quality, and large volumes need to be collected and stored to make them amenable to artificial 
intelligence (AI) algorithms, which, in general, presuppose big data. This requires data extraction, transfor-
mation, and loading (ETL) processes designed to support AI pipelines and, in most use cases, dedicated data 
engineers to maintain them.

Human Capital Requirements for Machine Learning in Justice

Justice systems often have limited in-house access to the necessary human capital to develop machine- 
learning applications. Judicial officers are rarely experts on data analysis—which is seldom part of their 
training—and machine-learning engineers generally lack the domain expertise necessary to understand the 
functioning of the law. In courts without sufficient human capital to take advantage of available data, training 
public servants in even simple data analysis skills may be a valuable long-term investment for improving the 
functioning of courts. Nevertheless, the development of machine-learning approaches may remain out of 
reach for public officials whose training does not include statistical modeling or data engineering.

An alternative approach is relying on nongovernmental organizations, international organizations, 
or even private companies to develop machine-learning applications. An example of this approach is the 
Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) tool in the United States, 
which is an algorithm that generates recidivism risk scores to aid judges in their rulings. However, judiciaries 
should consider the long-term sustainability of an outsourced solution as well as ethical concerns. COMPAS 
has been the target of controversy due to its proprietary algorithm and the inability of public officials and 
citizens to understand how it operates under the hood.9 Additionally, a reliance on external contractors 
often substitutes for in-house development of the necessary human capital to develop machine-learning 
technologies, reproducing external reliance on nonjudicial actors for both the maintenance and expansion of 
machine-learning solutions.

Whether in-house or externally sourced, the forms of human capital required for machine-learning 
applications are diverse and costly. The implementation team should include machine-learning engineers, 
software developers to code the user interface, data engineers to develop the data infrastructure, legal 
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experts, and project managers to communicate the judiciary’s needs to the implementation team. Because 
each component of the project relies on the others—there can be no user interface without a data infra-
structure to feed it—the team should ensure that their timelines are aligned. A sufficient budget should 
be allocated to the project to cover the team’s time for both the implementation and the monitoring of the 
technology after the first version of the application is developed.

Ethical Concerns

Developers of machine-learning applications should carefully consider the ethical implications of their use 
by judicial actors. Only technologies that aid human decision-making, rather than replacing it, should be 
adopted in the courts. There are multiple reasons for this recommendation. As noted earlier, algorithms have 
the “black-box” problem of interpretability—that is, it is not easy to trace the output of complex algorithms 
to the data inputs themselves. Additionally, biases in the decisions of judicial actors are reflected in the algo-
rithm’s training data and may be encoded into the algorithm itself. Thus, using machine-learning algorithms 
to inform judicial decisions without critical oversight raises the risk of replicating these biases elsewhere in 
the system. The inherent choice of performance metrics can also reinforce existing biases by decision-makers 
within the system. Addressing these issues requires a participatory and deliberative approach to the design, 
implementation, and evaluation of machine-learning technologies.

A reasonable demand to guarantee trust and fairness is that algorithms be interpretable. A judge may 
request the reason why a particular decision has been recommended by the algorithm. This transparency 
enhances judges’ trust in the technology and allows for disagreement with its recommendations. Given the 
complexities of working with machine-learning algorithms, any rollout must be preceded by a phase of com-
prehensive study and rigorous testing of the systems themselves. Randomized controlled trials that carefully 
estimate the causal impacts of the adoption of these algorithms to properly evaluate their costs and benefits 
are essential. A carefully constructed trial can provide important benchmarks on cost, efficiency, user satis-
faction, and impact on key performance metrics, all essential for a justice system to credibly serve citizens.

CASE STUDY: MACHINE LEARNING FOR JUSTICE SYSTEMS IN INDIA

This case study illustrates how machine learning was implemented in the national justice system of India by 
the Data and Evidence for Justice Reform (DE JURE) team. Due to India’s large population and volume of 
cases, justice officials are often unable to effectively manage cases in a timely fashion. India has just 19 judges 
per million people and 27 million (2.7 crore) pending cases (Amirapu 2020; Chemin 2012; Kumar 2012). 
To address this, the Indian justice system has made considerable advances in the adoption of information 
technology and has released large volumes of data to court users and encouraged them to use electronic 
systems. Yet legislative, institutional, and resource constraints have limited the full impact of these advances 
(Amirapu 2020; Damle and Anand 2020).

In this section, we describe how the DE JURE team implemented machine-learning applications in 
India. We first highlight the data infrastructure requirements for implementing machine-learning applica-
tions, as well as how these applications could enhance the functioning of the justice system.

Judicial Data Infrastructure in India

In the past 15 years, considerable efforts have been made to adopt and deploy information technology 
systems in the courts of India. One of the most significant projects, the e-Courts project, was first launched 
in 2005 by the Supreme Court of India through the National Policy and Action Plan for Implementation of 
Information and Communication Technology (ICT) in the Indian Judiciary. The e-Courts initiative intro-
duced technology into Indian courts in a variety of ways.
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The most obvious feature of the system was the deployment of technology within courtrooms. Judges 
were provided with LCD touch screens, screens and projectors were connected via a local network to dis-
seminate information to lawyers, and electronic boards at the courts displayed the queue of case numbers 
scheduled for hearing on a particular day. Outside the courtroom, e-filing procedures were established, and 
a data management architecture was created that ranged from the scanning of old cases into the electronic 
system to the creation of digital archives. The ICT plan also established direct electronic communication 
with litigants and an online case management system.

These investments eventually paved the way for the creation of the National Judicial Data Grid (NJDG), 
a database of 27 million cases that allows court users to view the status of pending cases and access infor-
mation on past hearings. For the DE JURE team’s goal to implement machine-learning tools, the most 
significant resources were the digital archives of cases. The team was able to scrape these publicly available 
digital archives to construct an e-Courts district court data set of 83 million cases from 3,289 court establish-
ments.10 They were able to curate details, like the act under which the case was filed, the case type (criminal 
or civil), the district where it originated, the parties to the case, and the history of case hearings, in a manner 
that made the data amenable to large-scale analysis.

A wider data ecosystem has been created by joining additional sources to the case data, including the 
following:

 ● Data on judges: To better understand the impact of specific judges—their identity, training, and 
 experience—the team constructed a database of judges for the courts of India. They began this task by 
extracting data from editions of The Handbook on Judges of the Supreme Court of India and the High 
Courts, released by the Supreme Court of India, and appending to it information from various High 
Court websites. So far, the team has assembled detailed information for 2,239 judges from the handbooks 
for the years 2014–20. Most notably, 93.5 percent of these judges are men and 6.5 percent are women, 
and their range of experience covers a period spanning approximately 70 years.

 ● Database of Central Acts: This auxiliary data set is intended to give a definitive list of standardized act 
names. This could then be used to standardize the act names appearing in various cases. This would 
allow the team to analyze all cases filed under a given act. The team has, for example, examined all cases 
related to the Water Act of 1974 and found a total of 978 such cases at the Supreme Court and High 
Courts of India. The list of central (federal) acts can be viewed on the Legislative Department website 
of the Ministry of Law and Justice. There is currently no centralized source for all state legislation: this 
needs to be obtained from state websites separately.

 ● Other administrative data: Data on other institutions can be linked to the judicial data at the district 
as well as the state level. For example, data on Indian banks and their branches are available through the 
Reserve Bank of India. This database contains information on names, locations, license numbers, license 
dates, addresses, and other unique identifiers. The team has scraped, cleaned, and organized these data 
for further analysis. The database contains about 160,000 entries. The unique identifiers and location 
information allow the team to merge these data with banks appearing in litigation in courts that are pres-
ent in the e-Courts databases. Merging these data with the legal data allows the team to examine a variety 
of interesting questions about the development of financial markets in an area, participation in the justice 
system, and the impacts of legal rulings.

The quality of these data varies significantly: there is no nationally standardized system for defining 
variables or reporting on them. For instance, in some states, the legal act name and section numbers are well 
delineated, but in other states, this is not the case. This makes it difficult to compare individual case types 
across courts and states (Damle and Anand 2020). There are no standardized identifiers within the data to 
follow a case through its potential sequence of appeals in higher courts. In a similar vein, there is no easy way 
to track a criminal case from its entry into the system as a first information report (FIR) to its exit as a judg-
ment. There are inconsistencies in identifying information about participants, their attributes, and the types 
of laws or acts that cases relate to. There are also issues of incorrect reporting and spelling mistakes.
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Machine-Learning Applications in the Courts of India

The quality of data in India’s justice system is often compromised: case data are incomplete or litigants’ 
identities are not registered. The DE JURE team has constructed a robust data pipeline to collect often- 
incomplete judicial data, as well as machine-learning tools to clean and prepare them for analysis. In this 
section, we contextualize the problem: how data quality issues in judicial data manifest themselves in India. 
In the following section, we describe the solution: how machine-learning tools have been designed to 
enhance the quality of judicial data for analysis.

Legal data released by the Indian judiciary are voluminous, messy, and complex (Damle and Anand 
2020). The typical case has clear tags for some key dates (filing date), the key actors (petitioner, respondent, 
and judges) and the court name, but information about the type of case, the outcome of deliberations, and 
pertinent acts cited is often not clearly identifiable in the textual body of the judgment. Cleaning and prepro-
cessing the data is critical for any form of analysis, especially for supervised algorithms trained on these data. 
Traditional empirical legal studies have typically addressed this issue by relying on small-scale data sets in 
which legal variables are manually coded and the scope of inference is related to a small body of legal cases 
pertinent to a single issue (Baxi 1986; Gauri 2009; Krishnaswamy, Sivakumar, and Bail 2014).

These traditional approaches are unable to keep up with the incoming volume of cases. In this context, 
machine-learning tools provide an alternate approach to detecting errors or gaps in the data and correcting 
them in an automated fashion. Using machine learning, it is possible to infer the identities of participants 
even when these data are not registered. Additionally, laws used as precedents for a ruling can be identified 
through text analysis. Beyond the data quality itself, machine-learning approaches can help identify biases 
and discrimination in judges’ rulings.

Inference about the Identities of Participants

Some databases of judgments provide no identifying information about participants in the cases themselves. 
To better understand who participates in the courts, the team first extracts litigant names from the raw text 
of the judgments and then uses matching algorithms to identify the type of litigant (individual, company, or 
state institution). Classifying participants can be challenging. If the identification exercise involves govern-
ment agencies, it is first necessary to compile all the different agencies of the state and national governments. 
Manually tagging entities is prohibitively time-consuming, but the existence of latent patterns in the names 
makes this fertile ground for machine-learning applications.

The machine-learning application relies on similarity across names for participants that belong to the same 
“group” to classify a particular name as belonging to that group. Using prelabeled data—individual name A 
belongs to group B—the machine-learning algorithm can extrapolate to unlabeled data, where an individual’s 
name is available but not their group. Some obvious groups of interest are gender, caste, and religion, which are 
not recorded in judicial data but are available in other data sources. Another group of interest may be whether a 
participant is a government agency or not. We focus here on people’s first and last names, for illustration.

The team first formats individuals’ names to ensure that each individual can be identified by an honorific 
title, a first name, and a last name. Honorifics, such as Shri, Sri, Smt., Mr., Mrs., and Ms., enable the algo-
rithm to directly identify an individual’s gender. To extend this classification to names without an honorific, 
the team trains an algorithm on a publicly available corpus of labeled common Indian first names. Training 
this algorithm, often referred to as training a classifier, is the process by which the algorithm learns patterns 
within the data related to a group. Here, these patterns are the statistics of co-occurrence of letters in names, 
the lengths of names, and other features that allow the algorithm to determine whether a name indeed 
belongs to a particular group: in this case, a gender.11

These algorithms formalize intuitive notions of why a name belongs to a given group by identifying fre-
quently occurring patterns within names associated with that group. Caste assignment is more complicated 
because the same last name could be associated with multiple caste groups. The name “Kumar,” for example, 
could belong to a person belonging to the Scheduled Castes, the Scheduled Tribes, or the category “Other.” 
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In the case of such names, the team generates distributions of the last name across the different caste catego-
ries. They then use this distribution to generate a prediction and combine this with the predictions of other 
models to ensure a robust prediction. They assign a caste to each household based on a simple majority vote 
among these models.

Identification of Laws and Acts

Legal texts in India’s justice system do not currently employ a standardized citation style for referring to acts 
or laws. For example, the Hindu Marriage Act may be referred to in a variety of ways, such as “u/s 13 clause 2 
of Hindu Marriage Act,” “u/s 13(b) Hindu Marriage Act,” or “u/s 13 of Hindu Marriage Act 1995.” Again, 
machine-learning tools can be used to address this issue.

In this project, the DE JURE team uses a set of tools that create mathematical representations of the 
text in the form of vectors. Term frequency–inverse document frequency (TF–IDF) is one popular method 
for representing a string of words as a numerical score that reflects how frequently a word is used within a 
given text and how infrequently it appears in the corpus. Applying this to act names, the team uses differ-
ent clustering algorithms to group particular act citations based on how similar they are numerically. This 
approach groups the underlying act-name data in a manner that best preserves the coherence within groups 
(a particular act name) and the distance across groups to make the classification.

The identification of specific acts and how often they are cited opens new opportunities for legal analysis. 
The team can, for example, compare the different types of acts that are cited in the different courts within 
India’s justice system. It can allow researchers and practitioners to identify the real-time evolution of legal 
citation—and legal thought—as judges refer to these acts.

Using Descriptive Analysis and Machine Learning to Identify Discrimination and Bias

Bias and discrimination can occur in different areas of policy making, particularly when civil servants 
exercise discretion, such as in judicial rulings. Judges may favor or deny due process to plaintiffs depending 
on their ethnic or gender identity, undermining the rule of law and the right to impartial judgment. This 
challenge is, of course, not unique to judiciaries. A broad academic literature has demonstrated that bias in a 
human decision-maker can have conscious as well as unconscious drivers and may manifest in complex ways 
and in a variety of contexts that can be difficult to prove (Banerjee et al. 2009; Bertrand and Mullainathan 
2004; Ewens, Tomlin, and Wang 2014; Kleinberg et al. 2018). In other settings, such as labor markets and 
educational institutions, algorithms—rules that take “inputs” (like the characteristics of a job applicant) and 
predict some outcome (like a person’s salary)—have been shown to create new forms of transparency and to 
serve as methods for detecting discrimination (Kleinberg et al. 2020; LeCun, Bengio, and Hinton 2015).

Machine-learning algorithms can identify these biases and forms of discrimination, enabling gov-
ernments to measure their prevalence and design policy changes to reduce them. In the courts of India, 
algorithms could help judges make critical decisions about cases (for example, dismissals or bail appli-
cations) and reduce bias in their rulings. Building such algorithms requires a rich data set that includes 
litigant characteristics (caste and gender), lawyer characteristics, court characteristics, case details (filing 
details and evidence provided), and case outcomes (such as the granting of bail or the dismissal of a case). 
A machine-learning engineer would develop a “learning procedure” that would aim to provide a predicted 
outcome from a broad range of inputs and modeling approaches, such as a neural network (Dayhoff 1990). 
These models differ from traditional statistical methods, such as linear regression, which are more deductive 
(presuming a linear fit between a few sets of variables) than inductive (allowing the data to report the best fit 
between a large set of variables).

These insights could be invaluable not only within the courtroom itself but also in judicial education. 
Experiments are currently underway, in the Judicial Academy of Peru, for example, to assess methods to 
improve case-based teaching by using the history of a judge’s past decisions, which can reveal potential bias 
or error. The data are also suitable for creating personalized dashboards and interfaces that provide judges, 
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mediators, and other decision-makers with real-time information about their own performance relative to 
their own previous decisions and those of others who are comparable (Kling 2006). This information can be 
used to augment the capabilities of judges and lawyers, increase their productivity, and reduce potential bias 
in their decisions.

BEYOND DESCRIPTIVE ANALYSIS: IMPACT EVALUATION IN 
THE JUSTICE SYSTEM

Moving beyond descriptive analysis and more correlational analysis of data, an underexplored field in the 
justice system is policy experiments for impact evaluation. Legal scholars and judges have long debated the 
merits of implementing various laws and regulations and have justified their arguments with theories about 
the effects of these legal rules. This situation resembles the field of medicine a century ago: before clinical 
trials, medical research focused on theoretical debates rather than rigorous causal evidence.

A growing body of empirical research now demonstrates that causal inference is possible in judicial stud-
ies. For example, in situations where cases are randomly assigned to judges, the random assignment itself 
can be used as an exogenous source of variation to evaluate the impact of judicial decisions. Since judges do 
not choose their cases, observed rulings reflect the judge’s personal characteristics (ideological preferences 
or biases) and features of the case rather than the judicial process as a whole. Additionally, informational 
treatments can have an impact on the behavior of judges, improving their performance (box 16.2).

BOX 16.2 Leveraging Data and Technology to Improve Judicial Efficiency in Kenya

In partnership with the Judiciary of Kenya and McGill University, the World Bank’s Development Impact Evaluation 
(DIME) Data and Evidence for Justice Reform (DE JURE) team has been leveraging underutilized administrative data 
to improve judicial efficiency . Through its case management system, the Judiciary of Kenya collects large amounts 
of administrative data on the characteristics of cases, the dates of hearings and reasons for adjournments, and other 
important metrics of court performance . These data are readily available for understanding and designing interventions 
to address challenges to the efficient delivery of justice, such as adjournments of hearings, which cause large delays 
in court proceedings . Despite the richness of these data, they were not being used for decision-making . DIME and the 
Judiciary of Kenya decided to leverage these data systems to design an algorithm identifying the greatest sources of 
delay for each court and presenting recommended actions . The team included performance information in a one-page 
feedback report . Then it studied whether this simplified, action-oriented information could reduce adjournments and 
improve judicial performance .

In a randomized controlled trial across all 124 court stations in Kenya, the team compared the impact of sharing the 
one-page feedback reports only with judges and supervisors to the impact of sharing them with Court User Com-
mittees as well, the latter acting as an additional accountability mechanism (figure B16 .2 .1) . The team found that the 
one-page feedback report with the accountability mechanism reduced the number of adjournments by 20 percent 
over a four-month period and increased the number of cases resolved (Chemin et al . 2022) . The conclusion was that 
the report was more effective when both tribunals and Court User Committees received it . Thus, sharing performance 
information with courts may be effective to improve efficiency, but it is particularly effective when this information is 
also shared with civil society and court stakeholders . This study served as proof of concept that utilizing data to provide 
information to judicial actors can reduce adjournments and increase the speed of justice, which have a downstream 
impact on the economic outcomes of citizens and firms .

(continues on next page)
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Randomly assigning cases to judges predicted to be harsh or lenient allows researchers to identify the 
long-run causal impacts of the length of sentences (Dobbie and Song 2015). To identify the causal effect of a 
sentence length of eight months or eight years, a randomized controlled trial would need to randomize the 
sentence, which is impossible. However, assigning a defendant to a judge predicted to assign an eight-month 
sentence or to another judge predicted to assign an eight-year sentence allows researchers to identify the 
causal impact of sentence length on subsequent life outcomes.

The same conceptual framework can examine the causal effects of debt relief on individuals’ earnings, 
employment, and mortality (Sampat and Williams 2019). This causal approach sheds light on the impact 
these judicial decisions can have on individuals’ welfare outcomes. By applying machine learning to infer 
the bias, lenience, and ideological preference of a judge, researchers can identify the causal effect of these 
variables on the judicial system and the life outcomes of those affected by judges’ decisions.

CONCLUSION

In this chapter, we argue that machine learning is a powerful tool for improving public administration in general 
and the justice system in particular. Machine learning, at its core, emphasizes a methodological approach cen-
tered around a learning problem: defining indicators and using evidence to improve them. Under the umbrella 
of this methodological approach, multiple applications are available to tackle key issues in public administration. 
Algorithms can be written to draw inferences about the identities of participants and study the deliberative pro-
cesses they employ within courtrooms. Machine-learning tools can also convert a high volume of textual data to 

BOX 16.2 Leveraging Data and Technology to Improve Judicial Efficiency in Kenya 
(continued)

FIGURE B16.2.1 Impact of One-Page Feedback Reports on Case 
Delays in Kenya
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numerical estimates that can be used for understanding the processes and outcomes of different types of case data, 
including public procurement, taxes, and the systems of justice themselves.

These tools, however, have several limitations and requirements that need to be addressed before they 
can be effectively deployed in the courts. At the very outset, there are significant issues related to the privacy 
of personally identifiable information, security, and the control of legal data. Next, the algorithms require 
data preprocessing, training on large, high-frequency data sets, and iterative refinement with respect to the 
actual use cases in which they are deployed. This requires strong pilot programs that are studied as part of 
randomized controlled trials. Insights on data privacy and costs as well as outcomes require that these pilots 
be constructed on a reasonable scale.

Public administration officials often execute a range of tasks, from the ordinary to the complex, such as 
the adjudication of a trial. The smart application of machine learning can enhance levels of automation, pro-
ductivity, and the level of information extracted from data generated in the public sector. If done right, it can 
help reduce noise—and this can be one step toward aiding the impersonal execution of tasks, reducing bias, 
enhancing predictability, and making decision rules more transparent. But none of these outcomes can be 
presupposed from the machine-learning approach: they depend on the ethical framework and operational 
relevance underlying its implementation. Machine-learning practitioners are therefore advised to take neces-
sary precautions and develop solutions that are accountable to the public and useful for government officials.

NOTES

 1. Machine learning is therefore a methodological approach anchored in a learning framework. It is not a radical departure 
from classical approaches to statistics and, in fact, often builds on canonical models (such as linear or logistic regressions), 
nor is it exempt from well-known challenges, such as bias and model misspecification.

 2. The machine-learning application is part of a broader study on bureaucratic allocation available in Bandiera et al. (2021).
 3. For a discussion of causality in machine learning, see Schölkopf (2022).
 4. Public servant surveys, due to their smaller sample frames and limited applications in prediction, are rarely used directly 

for machine-learning applications.
 5. Federal transfers have been analyzed using machine learning since 2018 (CGU 2018).
 6. The Inter-American Development Bank has written extensively on the topic. See chapter 3 of Porrúa et al. (2021).
 7. For a concrete example of this approach, see case study 2 in chapter 9 of the Handbook on the Brazilian federal govern-

ment’s experience with the development of machine learning for payroll analysis).
 8. For an overview, see chapter 6 of the Handbook.
 9. For a discussion, see Yong (2018).
10. The e-Courts data are public and can be accessed via the district court websites, the e-Courts Android/iOS app, or the 

district court services webpage at https://services.ecourts.gov.in/ecourtindia_v6/.
11. To reduce model overfitting, we use the majority vote from multiple trained classifiers, including a logistic regression mod-

el and a random forest classifier to make predictions on gender. A logistic regression models the probability of a binary out-
come or event. A random forest classifier will use decision trees (nested if-then statements) on features of the data to make 
the prediction. We have also made predictions of religion and caste using similar approaches. Muslims can be recognized 
in the data through the distinctiveness of Muslim names: common names such as Khan and Ahmed can easily be assigned 
and coded, but for others, we utilize the occurrence of specific letters (such as q and z) through appropriate classifiers to 
identify additional names.
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CHAPTER 17

Government Analytics 
Using Data on Task and 
Project Completion
Imran Rasul, Daniel Rogger, Martin Williams, and  
Eleanor Florence Woodhouse

SUMMARY

Much government work consists of the completion of tasks, from creating major reports to under-
taking training programs and procuring and building infrastructure. This chapter surveys a range of 
methods for measuring and analyzing task completion as a measure of the performance of government 
organizations, giving examples of where these methods have been implemented in practice. We discuss 
the strengths and limitations of each approach from the perspectives both of practice and research. 
While no single measure of task completion provides a holistic performance metric, when used appro-
priately, such measures can provide a powerful set of insights for analysts and managers alike.

ANALYTICS IN PRACTICE

 ● Much government activity can be conceived as discrete tasks: bounded pieces of work with definite 
outputs. Public sector planning is often organized around the achievement of specific thresholds; the 
completion of planning, strategy, or budgetary documents; or the delivery of infrastructure projects. 
Task completion is a useful conception of government activity because it allows analysts to assess public 
performance in a standardized way across organizations and types of activity.

 ● Assessing government performance based solely on the passing of legislation or the delivery of frontline 
services misses a substantial component of government work. Using a task completion approach pushes 
analysts to better encapsulate the breadth of work undertaken by public administration across govern-
ment. It thus pushes analysts to engage with the full set of government tasks.

Imran Rasul is a professor in the Department of Economics, University College London. Daniel Rogger is a senior economist in the 
World Bank’s Development Impact Evaluation (DIME) Department. Martin Williams is an associate professor in the Blavatnik School 
of Government, University of Oxford. Eleanor Florence Woodhouse is an assistant professor in the Department of Political Science and 
School of Public Policy, University College London. 



THE GOVERNMENT ANALYTICS HANDBOOK366

 ● A task completion approach also allows for the investigation of which units and organizations are 
most likely to initiate, make progress on, and complete tasks. Though not a full picture of government 
work—it is complementary to the analysis of process quality or sector-specific measures of quality, for 
example—it allows for a rigorous approach to comparisons frequently made implicitly in budgetary and 
management decisions.

 ● Collecting data across projects on determinants of progress, such as overruns, and matching them to 
input data, such as budget disbursements, allows for a coherent investigation of the mechanisms driving 
task progress across government or within specific settings.

 ● Attempting to assess task completion in a consistent way across government is complicated by the fact 
that tasks vary in nature, size, and complexity. By collecting data on these features of a task, analysts can 
go some way toward alleviating concerns over the variability of the tasks being considered. For example, 
analysis can be undertaken within particular types of task or size, and complexity can be conditioned on 
in any analysis. An important distinction in the existing literature is how to integrate the analysis of tasks 
related to the creation of physical infrastructure and tasks related to administration.

INTRODUCTION

A fundamental question for government scholars and practitioners alike is whether governments are per-
forming their functions well. What these functions are and what performing “well” means in practice are 
complex issues in the public sector, given the diverse tasks undertaken and their often indeterminate nature. 
Despite the importance of these questions, there is little consensus as to how to define government effec-
tiveness in a coherent way across the public service or how to measure it within a unified approach across 
governments’ diverse task environments (Rainey 2009; Talbot 2010). Such considerations have practical 
importance because government entities, such as political oversight or central budget authorities, frequently 
have to make implicit comparisons between the relative functioning of public agencies. For example, when 
drawing up a budget, public sector managers must make some comparison of the likely use of funds across 
units and whether these funds will eventually result in the intended outputs of those units, however varied 
the tasks are in scope. From an analytical perspective, the more comprehensive a measure of government 
functioning, the greater the capacity of analytical methods to draw insights from the best-performing parts 
of government.

Much government activity can be conceived as discrete tasks: bounded pieces of work with definite out-
puts. Public sector planning is often organized around the achievement of specific thresholds; the comple-
tion of planning, strategy, or budgetary documents; or the delivery of projects. Government projects are also 
often conceived as bounded activities with definite outputs but frequently encompass multiple tasks within 
a wider conception of completion. Task completion (or project completion) is thus a useful conception of 
government activity—however that activity is conceived—because it allows analysts to assess public perfor-
mance in a standardized way across organizations and types of activity. This kind of assessment contrasts 
with continuous regulatory monitoring, the assessment of the stability of citizens’ access to frontline services, 
and the equity of activities related to redistribution, which are better understood as the evaluation of ongoing 
processes. In this chapter, we propose a way to leverage data on task completion to assess the government’s 
effectiveness across its diverse task environments and learn from related analysis. We argue that by utilizing 
a unified framework for task completion, analysts can assess whether a government or government agency 
“does well what it is supposed to do, whether people. . . work hard and well, whether the actions and proce-
dures of the agency and its members help achieve its mission, and, in the end, whether it actually achieves its 
mission” (Lee and Whitford 2009, 251; paraphrasing Rainey and Steinbauer 1999).

Task comparison is useful for three core reasons. First, task completion is a concept that can be applied 
across much government work, thus allowing for a broad consideration of government functioning. 
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We believe that by working with a task completion framework, analysts can gain a fuller and more accu-
rate picture of the functions of government that reflects the full range of government activities—from 
human resource management to policy definition, infrastructure planning and implementation, service 
delivery, and audit and evaluation. We know little about the full distribution of tasks that public admin-
istrators undertake. As shown in figure 17.1, the few studies that do apply a task completion framework 
find that administrators undertake a vast range of activities—from advocacy to auditing and monitoring to 
 planning—that go well beyond infrastructure and service delivery, the activities that are usually considered 
in the academic literature.

Figure 17.1 displays the frequency of the most prevalent tasks undertaken by Ghanaian public officials 
in their daily duties. Infrastructure provision for the public (rather than upgrading government facilities) is 
the most common activity, partly motivating our particular attention to it in this chapter. However, the figure 
indicates the broad diversity of tasks undertaken by the public service. The distinct colors in each bar of the 
histogram indicate different organizations undertaking that type of task. Thus, it is clear that each type of 
task is undertaken by many different organizations. Second, a task completion framework pushes analysts 
to think carefully about the characteristics of each of the tasks assessed. We define projects above as collec-
tions of tasks; an obvious question is how to apply boundaries to tasks or projects uniformly across govern-
ment. There is very limited research on the characteristics of the tasks undertaken by public administrators 
and how to assess whether they are being undertaken adequately. The task completion framework pushes 
analysts to think in detail about the activities that administrators engage in and how successfully they do so. 
That is to say, they must think not only about whether a bridge is completed but what the full conception of 
the bridge project is, whether the bridge was of a complex design that was hard to implement, whether the 
quality of the implementation of the bridge is adequate, whether it was completed within a reasonable time 
frame given the complexity of the project, and so on.

FIGURE 17.1 Task Types across Organizations
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Third, by creating comparators from across government, an integrated measurement approach yields ana-
lytical benefits that more than make up for the losses from abstraction for many types of analysis. Analysts can 
investigate the determinants of successful task completion from a large sample, with varying management envi-
ronments, buffeted by differential shocks, and on which a greater range of statistical methods can be effectively 
applied. The task completion framework has the advantage of capturing a wide range of activities and being 
comparable across departments. Thus, the framework can pool task types to allow analysts to draw conclusions 
about government effectiveness more broadly, rather than, for example, allowing only for inferences about a 
specific type of task (for example, the delivery of a specific service, such as passport processing times, versus 
a range of government tasks that are indicative of administrative effectiveness more broadly). By leveraging 
these data—on the nature, size, and complexity of tasks—analyses can be undertaken within particular types 
of tasks—for example, distinguishing between the completion of physical and nonphysical outputs. Taking the 
analysis a step further, having measures of task completion that are comparable across teams or organizations 
can enable researchers to identify the determinants of task completion—although this entails its own method-
ological challenges and is beyond the scope of this measurement-focused chapter.

Much of the existing literature that seeks to describe how well governments perform their functions 
focuses on upstream steps in the public sector production process (such as budgetary inputs or processes), 
which are useful for management (but not so relevant to the public) (Andrews et al. 2005; Lewis 2007; 
Nistotskaya and Cingolani 2016; Rauch and Evans 2000). Or it focuses on final outcomes (such as goods 
provided or services delivered), which are relevant to the public (but not always so useful for management) 
(Ammons 2014; Boyne 2003; Carter, Klein, and Day 1992; Hefetz and Warner 2012). The completion of tasks 
and projects falls between these two approaches: it is useful for management and relevant to the public. The 
task completion framework helps analysts address the gap between inputs and final outcomes in terms of 
how they measure government performance. It gives analysts a way to engage with the full distribution of 
government tasks and to assess the characteristics of the tasks themselves. The task approach outlined in this 
chapter is closely aligned with the discussion in chapter 15 of The Government Analytics Handbook. There, 
the relevant task is the processing of an administrative case. Clearly, there are other types of tasks in govern-
ment, and this chapter aims to present a framework that can encapsulate them all. Given the scale of case 
processing in government, however, chapter 15 presents a discussion specific to that type of task. Related 
arguments can be made for chapter 12 on procurement, chapter 14 on customs, and chapter 29 on indicators 
of service delivery. Across these chapters, the Handbook provides discussions of the specific analytical oppor-
tunities afforded by different types of government activity. These chapters contain some common elements, 
such as discussions of some form of complexity in relation to the task under focus. This chapter showcases 
the considerations required for an integrated approach across task types.

Through the task completion framework, we aim to encourage practitioners and scholars alike to con-
ceive of government activity more broadly and to leverage widely available data sources, such as government 
progress reports or independent public expenditure reviews, to do so. As well as being widely available, these 
kinds of objective data are highly valuable because they usually cover a wide range of different task types 
performed by numerous different agencies and departments.

This chapter continues as follows. First, we conceptualize government work as task completion. Second, we 
use tasks related to the creation of physical infrastructure to illustrate the task completion framework. Third, we 
show how the framework applies to other types of tasks. Fourth, we explore how to measure task characteristics 
(considering the complexity of tasks and their ex ante and ex post clarity). Fifth, we discuss key challenges in 
integrating these measures with each other and into management practice. Finally, we conclude.

CONCEPTUALIZING GOVERNMENT WORK AS THE COMPLETION OF TASKS

Much of the literature in public administration has focused on how to measure government effectiveness 
by relying on the tasks of single agencies (Brown and Coulter 1983; Ho and Cho 2017; Lu 2016), on a set of 
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agencies undertaking the same task (Fenizia 2022), or on a broad conception of the central government as 
a single entity (Lee and Whitford 2009). These approaches limit analysis to a single conception of govern-
ment effectiveness, which in the case of a single agency or sector, can be precisely defined. However, almost 
by definition, this limits analysis to a subset of government work and thus raises concerns over what such 
analysis tells us about government performance as a whole or how performance in one area of government 
affects other areas.

In addition to measuring government effectiveness on the basis of a partial vision of government, many 
studies that have sought to investigate government effectiveness have relied on perception-based measures of 
effectiveness, based on the evaluations of either government employees or external stakeholders and experts 
(Poister and Streib 1999; Thomas, Poister, and Ertas 2009; Walker et al. 2018). Such measures are frequently 
available only at an aggregate or even country level because of how distant these individuals are from actual 
government tasks, and they frequently assess not the outputs of those tasks directly but some perception of 
“general effectiveness.”1

Objective measures of government functioning have frequently been eschewed because of obstacles 
related to data availability, their purported inability to capture the complexity of government work, or 
conflicting understandings of what effectiveness means. However, many government agencies produce their 
own reports on the progress they have made across the full distribution of their work. Similarly, agencies 
often have administrative data on the totality of their activities that provide quantities related to the com-
plexity of task completion that can be repurposed for analytics. These data are collected for management and 
reporting purposes as part of the daily duties of agency staff. These reports frequently contain characteristics 
of the tasks undertaken and progress indicators outlining how far tasks have progressed. These reports can 
be the basis of an integrated analysis of government functioning.

For tasks related to physical infrastructure and administration, analysts can use quantities from these 
reports, or similar primary data collection, to conceptualize government work in a unified task completion 
framework. The following discussion of the strengths and limitations or challenges of such an approach 
focuses on a small set of research papers that have applied a task completion framework to the assessment of 
government functioning. It thus aims to illustrate the utility of the task completion framework rather than 
being in any way comprehensive. Where relevant, we provide a number of examples of how public officials 
have taken a similar approach.

We rely on two simple definitions throughout the chapter. First, a task is the bounded activity for which 
a given organization, team, or individual in the government is responsible. Second, an output is the final 
product a government organization, team, or individual delivers to society. An output is the result of a suc-
cessful task. In government performance assessment, outputs are defined as “the goods or services produced 
by government agencies (e.g., teaching hours delivered, welfare benefits assessed and paid).”2 An example of 
a government task might be developing a draft competition policy or organizing a stakeholder meeting to 
validate the draft competition policy (Rasul, Rogger, and Williams 2021, appendix). The corresponding out-
puts would be the draft competition policy itself and the holding of the stakeholder meeting. These tasks are 
usually repeated and are completed within varying time frames, depending on the complexity and urgency 
of the activity at hand.

More granular guidance on how to define a task is challenged by the fact that the appropriate conception 
of a task will vary by the focus of the analysis. However, to illustrate common conceptions, some examples 
from the analyses that will be discussed in this chapter include the design, drilling, and development of a 
water well (including all taps linked to a single source of water); the design, construction, and finishing of a 
school; the renovation of a neighborhood sewage system; a full maintenance review and associated activities, 
such as resurfacing, to bring a road up to a functioning state as determined by local standards; the develop-
ment of a new public health curriculum for primary school students; and the updating of a human resources 
management information system with current personnel characteristics for all health-related agencies.

By conceiving all government activity as consisting of tasks with intended outputs, analysts can con-
struct a standardized measure of government performance and can gather multiple tasks together to 
assess  government performance across teams within an organization, across organizations, and over time. 
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Government performance can be defined as the frequency with which particular government actors are able 
to produce outputs from corresponding tasks. We now turn to considerations in the definition of a task or 
project and an output in the case of physical and nonphysical outputs.

Physical Outputs

We first consider a task completion framework as it pertains to the accomplishment of physical 
 infrastructure, or, more precisely, tasks relating to the production of physical outputs. In lower-middle- 
income  countries in particular, the noncompletion of infrastructure projects is a widespread and costly 
phenomenon, with recent estimates suggesting that over one-third of the infrastructure projects started in 
these countries are not completed (Rasul and Rogger 2018; Williams 2017).

We focus on task completion measures developed from coding administrative data that are at least some-
what comparable across organizations and can be implemented at scale, rather than on performance audits 
of specific programs (for example, by national audit offices or international financial institutions’ internal 
performance reports) or on the evaluation of performance against key performance indicators (for example, 
in leadership performance contracts or through central target-setting mechanisms). Many governments or 
government agencies have infrastructure-project-tracking databases (either electronic or in paper-based files). 
These records may be for implementation management, for budgeting and fiduciary reasons, or for audit and 
evaluation. These databases keep records of how far physical projects have been implemented relative to their 
planned scope.

For example, in Nigeria, Rasul and Rogger (2018) use independent engineering assessments of thou-
sands of projects from across the government implemented by the Nigerian public service to assess the 
functioning of government agencies. They complement this with a management survey in the agencies 
responsible for the projects and examine how management practices matter for the completion rates of 
projects. The analysis exploits a specific period in the Nigerian public service when “the activities of public 
bureaucracies were subject to detailed and independent scrutiny” (2) and a special office was set up to track 
the quality of the project implementation of a broad subset of government activities. This was due to an effort 
by the presidency to independently verify the status of many of the public infrastructure projects funded by 
the proceeds of debt relief and implemented by agencies across the federal government. The records of this 
tracking initiative allowed the authors to quantify both the extent of project implementation and the assess-
ment of the quality of the public goods provided.

A second application of the task completion framework to an empirical setting examining physical 
outputs is provided by Williams (2017), who collects, digitizes, and codes district annual progress reports in 
Ghana. These reports, which are written annually by each district’s bureaucracy and submitted to the central 
government, include a table listing basic information about projects that were ongoing or active during the 
calendar year. Such reports are widely produced but not frequently available in a digital format or used for 
government analytics. The potential of these data for useful insights into government performance is great. 
Williams uses the reports on physical projects to examine the determinants of noncompletion, presenting 
evidence that corruption and clientelism are not to blame but rather a dynamic collective action process 
among political actors facing commitment problems in contexts of limited resources.

Similarly, Bancalari (2022) uses district administrative data on sewerage projects in Peru to explore the 
social costs of unfinished projects. She uses a combination of mortality statistics, viability studies, annual 
budget reports on sewerage projects (which allow her to identify unfinished and completed projects), spatial 
topography data, and population data in order to provide evidence that infant mortality and under-five 
mortality increase with increases in unfinished sewerage projects. She also finds that mayors who are better 
connected to the national parliament are able to complete more projects.

Beyond using administrative data, analysts have also undertaken primary fieldwork to explore the com-
pletion of physical projects. For example, Olken (2007) uses various surveys on villages, households, individ-
uals, and the assessments of engineering experts to investigate the level of corruption involved in building 
roads in Indonesia. Olken is able to produce a measure of corruption in terms of missing expenditures by 
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calculating discrepancies between official project costs and an independent engineer’s estimate of costs 
defined by the survey responses. Primary field activity also allows analysts to undertake randomized con-
trolled trials of potential policies to improve government functioning. In the case of Olken (2007), random-
ized audits of villages are used to estimate the effect of top-down monitoring on the quality of government 
outputs: in this case, the building of roads. Such a research design and measure are highly valuable and 
capture a very important feature of government activity, although they come at a high cost in terms of the 
resources needed to capture these government tasks.

Other papers have studied the maintenance rather than the construction of physical outputs. In these cases, 
task completion is the effective continuation of physical outputs. Once again using primary fieldwork to collect 
required data, Khwaja (2009) uses survey team site visits and household surveys to measure the maintenance 
of infrastructure projects in rural communities in northern Pakistan (Baltistan) as a form of task completion. 
Maintenance here is measured through surveys of expert engineers who assess the maintenance of infrastruc-
ture projects in terms of their physical state (that is, how they compare to their initial condition), their func-
tional state (that is, the percentage of the initial project purpose satisfied), and their maintenance-work state 
(that is, the percentage of required maintenance that needs to be carried out). Khwaja (2009) uses these data to 
examine whether project design can improve collective success in maintaining local infrastructure. The paper 
presents within-community evidence that project design makes a difference to maintenance levels: “designing 
projects that face fewer appropriation risks through better leadership and lower complexity, eliciting greater 
local information through the involvement of community members in project decisions, investing in simpler 
and existing projects, ensuring a more equitable distribution of project returns, and emulating NGOs can 
 substantially improve project performance even in communities with low social capital” (Khwaja 2009, 913).

We have seen several examples of “government analytics” that seek to measure the completion rate of 
tasks related to the provision (or maintenance) of physical outputs. From Nigerian federally approved social 
sector projects, such as providing dams, boreholes, and roads, to Indonesian road building, analysts have 
defined measures of task completion based on physical outputs. The analysis has used administrative data, 
existing household surveys, and primary fieldwork (sometimes in combination with one another) to gener-
ate insights into the determinants of government functioning.

These papers measure task completion in a series of different ways that all aim to capture the underlying 
phenomenon of what share of the intended outputs are completed. But there are important commonalities to 
their approaches. First, the definition of a task or project is determined by a common, or consensus, engi-
neering judgment that crosses institutional boundaries. Thus, though a ministry of urban development may 
bundle the creation of multiple water distribution points, the building of a health center, and road repaving 
into a single “slum upgrading” project, the analysts discussed above split these groupings into individual 
components that would be recognizable across settings, and thus across government. A water distribution 
point will be conceived as a discrete task whether it is a component of a project in an agriculture, education, 
health, or water infrastructure project. The wider point is that an external conception of what makes up a 
discrete activity, such as the common engineering conception of a water distribution point, provides disci-
pline on the boundaries of what is conceived as a single task for any analytical exercise.

Second, within these conceptions of projects, an externally valid notion of completion and progress can be 
applied. For example, the threshold for a water distribution point is that it produces a sufficient flow of water 
over a sustained period for it to be considered “completed.” Williams (2017) uses the engineering assessments 
included in administrative data to categorize projects into bins of “complete” (for values such as “complete” or 
“installed and in use”) or “incomplete” (for values such as “ongoing” or “lintel level”). Rasul and Rogger (2018) 
use engineering documents specific to each project to define a percentage scale of completion for each project 
allowing for a more granular measure of task progress, mapping them along a 0–1 continuum. Thus, highly 
varied project designs are mapped into a common scale of progress by consideration of the underlying produc-
tion function for that class of infrastructure. What constitutes a halfway point in the development of a water 
distribution point and a dam will differ, but both can be feasibly assessed as having a halfway point.

Third, notions of scale or complexity can be determined from project documentation, providing a basis 
for improving the credibility of comparisons across tasks. As will be discussed in section three, there is 
little consensus about how to proxy such complexity across tasks. The literature on complexity in project 
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management and engineering emphasizes the multiple dimensions of complexity (Remington and Pollack 
2007). This can be seen as a strength, in that a common framework for coding complexity can be flexibly 
adapted to the particular environment or analytical question. In the above examples, planned (rather than 
expended) budget is frequently used as one way to proxy scale and complexity. The challenge is that the 
planned budget may already be determined by features related to task completion. For example, the history 
of task completion at an agency may influence contemporary budget allocations.

For this reason, physical infrastructure tasks can be conceptualized and judged by external conceptions 
and scales that discipline the analysis. A strength of these measurement options is that they offer a relatively 
clear, unambiguous measure of task completion. Fundamentally, generating a sensible binary completion 
value requires understanding how progress maps onto public benefit (for example, an 80 percent finished 
water distribution point is of zero public value). With this basic knowledge across project types, task comple-
tion indicators can be computed for the full range of physical outputs produced by government.3

However, this type of task completion framework measurement also comes with limitations. It is easier 
to measure completion than quality with these types of measures. Quality is typically multifaceted, such that 
it is more demanding to collect and harmonize into an indicator that can be applied across project types. In 
Rasul and Rogger (2018), assessors evaluate the quality of infrastructure projects on a coarse scale related to 
broad indicators that implementation is of “satisfactory” quality relative to professional engineering norms. 
Analysis can then be defined by whether tasks are, first, completed, and second, completed to a satisfactory 
level of quality. Administrative progress reports vary in their information content but tend to assume quality 
and focus on the technical fulfillment of different stages in the completion process.

One way to gain information on quality is to undertake independent audits or checks, though these tend 
to be highly resource intensive relative to the use of administrative data. For example, Olken (2007, 203) 
relies on a team of engineers and surveyors to assess the quality of road infrastructure, who “after the proj-
ects were completed, dug core samples in each road to estimate the quantity of materials used, surveyed local 
suppliers to estimate prices, and interviewed villagers to determine the wages paid on the project.” From 
these data, Olken constructs an independent estimate of the quality of each road project.

Some conceptions of quality go as far as the citizen experience of the good or service or how durable or 
well managed it is. Rasul and Rogger (2018) also include assessments of citizen satisfaction with the project 
overall as determined by civil society assessors, but such data are almost never available in administrative 
records and have to be collected independently.

There are also issues pertaining to the reliability and interpretation of task completion that are worth 
highlighting. First, doubts may be raised when the progress reports that act as the foundation for task com-
pletion assessments are provided by the same public organizations that undertake the projects themselves 
(see the discussion in chapter 4). For this reason, they may not constitute reliable measures of progress, or 
at least may be perceived as unreliable. The problem is whether organizations can be considered reliable in 
their assessments of their own work. Measures of task progress sourced from administrative data must thus 
be used with care and, ideally, validated against a separate (independent) measure of progress. A good exam-
ple of this comes from Rasul, Rogger, and Williams (2021), who match a subsample of tasks from govern-
ment-produced progress reports to task audits conducted by external auditors in a separate process.4 Such 
validation exercises can be very helpful in providing evidence that the measures produced by government 
organizations on their own performance are credible, thus salvaging an important source of data that might 
otherwise be deemed unusable.

Additionally, noncompletion can mean different things depending on how the timeline of infrastruc-
ture procurement, construction, and operation is organized. This is especially clear in the case described by 
Bancalari (2022), where it is hard to establish whether the effect uncovered is an effect of noncompletion 
or delays and cost overruns in delivery.5 It can be hard to distinguish noncompletion (a project will remain 
unfinished) from delays (a project will be completed but is running over schedule). Here, the point in time 
when one decides to measure completion and the initial time frame set for a given task become important 
and can affect how one interprets task noncompletion.

Finally, a separate issue pertains to whether tasks are completed as planned, not simply whether they are 
completed. The existing literature from management studies has mostly focused on overruns, delays, and 
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over-estimated benefits rather than on noncompletion per se (Bertelli, Mele, and Whitford 2020; Post 2014). 
This body of literature tends to focus on the service and goods delivery side of government rather than on the 
full range of government activities. However, it is an important complement to the task completion framework 
precisely because it focuses on whether the tasks governments undertake are being completed and are being 
completed in the time frame and up to the standard that they were planned for. For example, a vast body of lit-
erature emphasizes the value-for-money or cost calculations of infrastructure projects rather than the efficiency 
or effectiveness of the processes via which they are delivered (for example, Engel, Fischer, and Galetovic 2013). 
Scholars such as Flyvbjerg (2009, 344) have argued that the “worst” infrastructure gets built because “ex ante esti-
mates of costs and benefits are often very different from actual ex post costs and benefits. For large infrastructure 
projects the consequences are cost overruns, benefit shortfalls, and the systematic underestimation of risks.”

Nonphysical Outputs

Now we turn to the task completion framework as it applies to the production of nonphysical outputs. Exam-
ples of nonphysical outputs are auditing activities, identifying localities where infrastructure is required, 
raising awareness about a given social benefit scheme, or planning for management meetings. These types of 
task, in short, involve government activities that pertain to the less visible side of government: not delivery 
in the form of physical goods or services but the planning, monitoring, information sharing, reviewing, and 
organizational tasks of government.

Rasul, Rogger, and Williams (2021) use administrative data on the roughly 3,600 tasks that civil ser-
vants undertook in the Ghanaian civil service in 2015. The data on these tasks are extracted from quarterly 
progress reports and represent the full spectrum of government activities. As can be seen from figure 17.1, 
a large proportion of these tasks are related to nonphysical outputs. For each type of task, in relation to both 
physical and nonphysical outputs, the researchers identify a scheme by which to judge task completion by 
allocating a threshold of progress to represent completion for each task type.

Rasul, Rogger, and Williams (2021) also collect data on the management practices under which these tasks 
are undertaken via in-person surveys with managers covering six dimensions of management: roles, flexibility, 
incentives, monitoring, staffing, and targets. Together, the task and management data allow for an assessment of 
how public sector management impacts task completion, allowing for the comparison of the effect of man-
agement practices on the same tasks across different organizations. Their data demonstrate, first, that there 
is substantial variation in task completion across types of task and across civil service organizations. Second, 
there is also substantial variation in the types of management practice that public servants are subject to across 
organizations, and the nature of management correlates significantly with task completion rates.

Integrating the analysis of tasks related to both physical and nonphysical outputs allows for a broad 
assessment of government functioning, encompassing the many interactions between tasks of different 
natures. Such a holistic approach also enables the assessment of tasks with different underlying characteris-
tics, which has long been identified as a core determinant of government performance.

Rasul, Rogger, and Williams (2021) are interested in exploring whether different management tech-
niques are differentially effective, depending on the clarity of the task in project documents. They build on 
the literature arguing that where settings involve intensive multitasking, coordination, or instability, man-
agement techniques using monitoring and incentive systems are likely to backfire. The question, as they put 
it, harking back to the Friedrich vs. Finer debate (Finer 1941; Friedrich 1940), is “to what extent should [civil 
servants] be managed with the carrot and the stick, and to what extent should they be empowered with the 
discretion associated with other professions?” (Rasul, Rogger, and Williams 2021, 262). Their central finding 
is that there are “positive conditional associations between task completion and organizational practices 
related to autonomy and discretion, but negative conditional associations with management practices related 
to incentives and monitoring” (Rasul, Rogger, and Williams 2021, 274).6 The authors distinguish between 
government tasks with high and low ex ante and ex post clarity. Incentives and monitoring-intensive man-
agement approaches are hypothesized (and found) to be more effective when ex ante task clarity is high 
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(and ex post task clarity is low), whereas autonomy and discretion-intensive management approaches are 
relatively more effective when ex ante task clarity is low (and ex post task clarity is high).

The main contribution of Rasul, Rogger, and Williams (2021) to the discussion of this chapter is provid-
ing a holistic, output-based organizational performance metric. However, their approach also takes a holistic 
account of the multifarious nature of management practices in government and showcases the value of com-
bining such data. The authors “conceptualize management in public organizations as a portfolio of practices 
that correspond to different aspects of management, each of which may be implemented more or less well. 
Bureaucracies may differ in their intended management styles, that is, what bundle of management practices 
they are aiming to implement, and may also differ in how well they are executing these practices” (262). That 
is, there is a combination of both intent and implementation when it comes to management practices that 
may affect the effectiveness of an organization. The task completion framework, with its focus on both the 
breadth of activities that government bodies undertake and on the detail of the characteristics of government 
tasks, represents an important stepping stone toward a more holistic and realistic understanding of govern-
ment work and effectiveness.

A separate body of literature that brings together tasks and projects of distinct types into a single analyt-
ical framework is the literature on donor projects. For example, using data on the development projects of 
international development organizations (IDOs)—specifically, eight agencies—including project outcome 
ratings of holistic project performance, Honig (2019) investigates the success of IDO projects according to 
internal administrative evaluations. The success ratings are undertaken by IDO administrators, who employ 
a consistent underlying construct across different IDOs, with an OECD-wide standard in place. These rat-
ings are combined with a host of other variables capturing various features of the projects (for example, their 
start and end dates, whether there was an IDO office presence in situ, what the sector of the project is, etc.).

Honig (2019, 172, 196) uses “variation in recipient-country environments as a source of exogenous 
 variation in the net effects of tight principal control” to find that “less politically constrained IDOs see 
systematically lower performance declines in more unpredictable contexts than do their more-constrained 
peers.” That is to say that monitoring comes with costs in terms of reducing the ability of agents to adapt, 
particularly in less predictable environments.

Similarly, Denizer, Kaufmann, and Kraay (2013, 288) leverage a data set of over 6,000 World Bank proj-
ects (over 130 developing countries) to “simultaneously investigate the relative importance of country-level 
‘macro’ factors and project-level ‘micro’ factors in driving project level outcomes.” The authors leverage 
Implementation Status Results Reports completed by task team leaders at the World Bank, which report on 
the status of the projects, as well as Implementation Completion Reports, which include a “subjective assess-
ment of the degree to which the project was successful in meeting its development objective” (290), plus 
more detailed ex post evaluations of about 25 percent of projects, in order to assess project outcomes. They 
find that roughly 80 percent of the variation in project outputs occurs across projects within countries, rather 
than between countries, and that a large set of project-level variables influence aid project outputs.

A related but separate body of literature considers nonphysical task completion by frontline delivery 
agents. For example, using the case of the Department of Health in Pakistan, Khan (2021) undertakes an 
experiment in which he randomly emphasizes the department’s public health mission to community health 
workers, provides performance-linked financial incentives, or does both. He measures task completion 
through a combination of internal administrative data on service delivery and outputs, gathered as part 
of routine monitoring processes, and household surveys of beneficiaries. Mansoor, Genicot, and Mansuri 
(2021), instead, use the case of the agriculture extension department in Punjab, Pakistan, to measure both 
objective task completion and supervisors’ subjective perception of performance. They measure this through 
a combination of household surveys and data from a mobile phone tracking app that frontline providers use 
to guide and record their work.

Analogous to the physical outputs case, then, to apply a task completion framework to tasks related to 
nonphysical outputs, we require common definitions of tasks that cross institutional boundaries, exter-
nally valid notions of completion and progress, and notions of scale or complexity. Such external stan-
dards for what completion and quality look like across institutions are rare, but they do exist in some 
fields, such as health care (see the example of the joint health inspection checklist in Bedoya, Das, and 
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Dolinger [forthcoming]). Creating an analogous approach to these issues for tasks related to nonphysical 
outputs ensures comparability with tasks related to physical outputs. However, they are also valid pillars for 
analysis even within the set of tasks related to nonphysical outputs only.

For many tasks related to nonphysical outputs, there are, in fact, natural conceptions of task and output. 
For example, a curriculum development project is only complete once the curriculum is signed off on by 
all stakeholders, and an infrastructure monitoring program is only complete when a census of the relevant 
infrastructure has been completed. Similarly, such an approach can be developed for measures of progress. 
The curriculum development will typically be broken down into substantive stages in planning documents, 
and each of these stages can be assigned a proportion of progress. In the infrastructure monitoring case, a 
simple proportion of infrastructure projects assessed, perhaps weighted by scale or distance measures, seems 
fitting. Not all cases will be so clear-cut. To identify a consensus definition of task by task type that could 
apply across institutional boundaries, Rasul, Rogger, and Williams (2021) employ public servants at a central 
analytics office (in the Ghanaian case, this was the Management Services Department) to agree on relevant 
definitions using data from across government. As will be seen below, this team also defines measures of 
complexity relevant across the full set of tasks, including (as mentioned above) clarity of design. Decisions 
as to how to define task completion will be influenced by, but then very much influence, the approach to 
data collection. Table 17.1 summarizes the approaches analysts have taken to measuring task completion for 
physical and nonphysical outputs.

While we have focused our discussion mainly on research-oriented examples of measuring task comple-
tion, there are also examples of government organizations’ use of task completion measures for tasks related 
to physical and nonphysical outputs—with varying degrees of formality. For example, the United Kingdom 
Infrastructure and Projects Authority conducts in-depth annual monitoring of all large-scale projects across 
UK government departments—235 as of 2022—and publishes an annual report with a red/amber/green 
project outlook rating (IPA 2022). At the other end of the formality and resource-intensiveness spectrum, in 
their engagement with the government of Ghana in 2015–16 in the course of conducting fieldwork, Rasul, 
Rogger, and Williams (2021) found that Ghana’s Environmental Protection Agency tallied the percentage of 
outputs completed by each unit in their quarterly and annual reports for internal monitoring purposes. In 
between these two examples, the Uganda Ministry of Finance and the International Growth Centre (IGC) 
have partnered to apply Rasul, Rogger, and Williams’s (2021) coding methodology (supplemented with 
qualitative interviews) to monitor the implementation progress of 153 priority policy actions across govern-
ment and examine the determinants of their completion (Kaddu, Aguilera, and Carson n.d.). And of course, 
as argued above, many if not most government organizations do some form of task or output completion 
measurement in the course of their own routine reporting—despite most not taking the next step of using 
these data for formal analytical purposes.

TABLE 17.1 Selected Measures of Task Completion

Task type Potential data sources and measurement methods Selected examples

Physical tasks  ● Site visits by expert teams
 ● Site visits by survey teams
 ● Compilation from other secondary sources 
(for  example, media or project reports)

 ● Administrative data from periodic reports

Olken (2007); Rasul and Rogger (2018)
Khwaja (2009)
Flyvbjerg, Skamris Holm, and Buhl (2002); 
Williams (2017)
Bancalari (2022)

Nonphysical tasks  ● Surveys of beneficiaries or citizens
 ● Tracking app used by frontline personnel
 ● Administrative data from periodic reports
 ● Administrative data from internal  management 
 monitoring sources

 ● International donor project evaluation reports

Khan (2021) 
Mansoor, Genicot, and Mansuri (2021) 
Rasul, Rogger, and Williams (2021) 
Mansoor, Genicot, and Mansuri (2021), 
Khan (2021)
Denizer, Kaufmann, and Kraay (2013), 
Honig (2019)

Source: Original table for this publication .
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Applying the task completion framework to nonphysical outputs comes with its challenges and lim-
itations, building on those noted above for physical outputs. The issues pertaining to assessing the quality 
of the implementation of tasks related to nonphysical outputs are twofold. First, establishing how to assess 
quality is not straightforward, and second, the nature of a task can render the difficulty of assessing quality 
differentially complex. For instance, if the task one is measuring is the completion of a bridge, one first has to 
establish the criteria that dictate whether it can be considered a high- or low-quality bridge, whereas if one 
is also considering nonphysical outputs, such as the development of an education strategy, then one faces a 
potentially even greater challenge in defining what “high-quality” means for such a project (see Bertelli et al. 
[2021] for a discussion of this).

There are certain types of task, in short, for which establishing objective benchmarks is more difficult 
than for others. It does not seem like too much of a leap, for example, to hypothesize that the nonphysical 
tasks we have considered in this section might frequently be more complex to benchmark in terms of quality 
than the physical outputs we described earlier.

This difficulty creates discontinuity in measurement quality across physical and nonphysical goods, 
which, in turn, raises the issue of the potential endogeneity of task and output selection. That is to say, out of 
the universe of possible government tasks, the types of tasks we are best able to measure may be correlated 
with particular outputs. This could provide us with a distorted image of the types of tasks that are conducive 
to producing certain outputs.

MEASURING TASK CHARACTERISTICS

As we outline in the introduction to this chapter, a task completion framework is helpful to analysts in two 
main senses. First, it pushes analysts to better encapsulate the breadth of work undertaken by public admin-
istration across government. Second, it encourages them to think carefully about the characteristics of the 
tasks themselves. In this section, we will focus on the latter feature of a task completion framework: how to 
measure task characteristics.

There are, naturally, a plethora of government task characteristics on which one could focus. Here, we 
will focus on several of the most relevant characteristics from the perspective of implementation. We con-
centrate on implementation because it has been the focus of the literature on task completion and because it 
is of direct relevance to the work of practitioners, the intended audience of this chapter.

We start by considering task complexity. When examining government outputs and their relationship to 
phenomena such as management practices, government turnover, or risk environment, it is often import-
ant to understand their relationship with project or task complexity (Prendergast 2002). This is because the 
complexity of the task will frequently be strongly correlated with variables such as time to completion, total 
cost, the likelihood of delays, and customer satisfaction, which might be of interest to scholars or practi-
tioners interested in task completion. Table 17.2 summarizes how the analysts described in this paper have 
attempted to implement measurement of complexity, as well as how authors have measured two further 
important features of government tasks to which we will turn next, visibility and clarity.

Rasul and Rogger (2018, 12), in their study of public services in the Nigerian civil service, create 
complexity indicators that capture “the number of inputs and methods needed for the project, the ease 
with which the relevant labour and capital inputs can be obtained, ambiguities in design and project 
implementation, and the overall difficulty in managing the project.” They are thus able to condition on the 
complexity of projects along these margins when exploring the relationship between managerial practices 
and project completion rates. However, such an approach does not account for the fact that worse-per-
forming agencies may be assigned easier (less complex) tasks in a dynamic process over time. So in 
background work for the study, Rasul and Rogger assess the extent to which there was sorting of projects 
across agencies by their level of complexity, a task only feasible with appropriate measures. They do not 
find any evidence of such sorting.
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Khwaja (2009, 915), instead, captures project complexity by creating an index that measures whether 
“the project has greater cash (for outside labor and materials) versus noncash (local labor and materials) 
maintenance requirements, . . . the community has had little experience with such a project, and . . . the proj-
ect requires greater skilled labor or spare parts relative to unskilled labor for project maintenance.” In this 
way, he is able to distinguish group-specific features—such as social capital—from features of task design—
such as degree of complexity—in order to better understand their relative importance to one another.

Denizer, Kaufmann, and Kraay (2013) also consider complexity in their study of how micro (project- 
level) or macro (country-level) factors are correlated with aid project performance, albeit as a secondary 
focus. Using three proxies for project complexity (the extent to which a project spans multiple sectors, a 
project’s novelty, and the size of the project), they find “only some evidence that larger—and so possibly more 
complex—projects are less likely to be successful. On the other hand, greater dispersion of a project across 
sectors is in fact significantly associated with better project outcomes, and whether a project is a ‘repeater’ 
project or not does not seem to matter much for outcomes” (Denizer, Kaufmann, and Kraay 2013, 302).

Given, then, that the issue of accounting for complexity is widespread and often relies upon assessments 
that are not anchored to an external concept or measure of what complexity is, what are some of the ways 
that analysts can validate their measures of complexity? Rasul, Rogger, and Williams (2021), in their con-
struction of a measure of the complexity of the tasks being undertaken by Ghanaian civil servants, ensure 
that coding is undertaken by two independent coders because the variables they measure require coders to 
make judgment calls about the information reported by government agencies. They also implement rec-
onciliation by managers in cases where there are differences between coders. Discussion between coders 
and managers about how they see different categories or levels of complexity can be a good way to iron out 
differences in the measurement of complexity.

Another way to ensure consistency in measuring complexity can be to randomly reinsert particular tasks 
into the set of tasks being assessed by the coders to check whether they award the same complexity score to 
identical tasks. This is something that Rasul and Rogger (2018) do in their construction of a measure of task 
complexity completed by the Nigerian civil service. Rasul and Rogger (2018) also assess the similarity of 
scores between their two coders and leverage the passing of time to get one of the coders to recode a subsam-
ple of projects from scratch (without prompting) to assess the consistency of coding in an additional way.

In a similar spirit, audits of coding can be an effective way to validate a measure of complexity, albeit 
a costly one. For example, Rasul, Rogger, and Williams (2021, 265) use an auditing technique to check the 
validity of their measure of task completion; they “matched a subsample of 14% of tasks from progress 
reports to task audits conducted by external auditors through a separate exercise.” Although this technique 
was applied to task completion, a similar method could easily be used to validate a complexity measure in 
many contexts; if there are data available on the technical complexity of a task (for example, from engineers 
or other field specialists), such assessments could be used to check a subsample of the analyst’s own evalu-
ations of complexity. Rasul and Rogger (2018), for example, work with a pair of Nigerian engineers to get 
them to assess the complexity of government tasks according to five dimensions.

TABLE 17.2 Selected Measures of Task Characteristics

Task or project 
characteristic Potential data sources and measurement methods Selected examples

Complexity  ● Expert data coding from site visits
 ● Semi-expert data coding from administrative 
reports

 ● International donor project evaluation reports

Khwaja (2009); Rasul and Rogger (2018); 
Rasul, Rogger, and Williams (2021); 
Denizer, Kaufmann, and Kraay (2013)

Visibility  ● Project-level data from infrastructure database 
 assembled from governmental and financial sources

Woodhouse (2022)

Clarity  
(ex ante and ex post) 

 ● Semi-expert data coding from administrative 
reports 

Rasul, Rogger, and Williams (2021)

Source: Original table for this publication .
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Another salient feature of government tasks is how easy it is to define a given task and to evaluate 
whether and when it has been completed. This feature is related to, but conceptually separate from, the 
complexity of the task. Rasul, Rogger, and Williams (2021) call this feature ex ante and expost task clarity. 
According to their definition, bureaucratic tasks are “ex ante clear when the task can be defined in such a way 
as to create little uncertainty about what is required to complete the task, and are ex post clear when a report 
of the actual action undertaken leaves little uncertainty about whether the task was effectively completed” 
(Rasul, Rogger, and Williams 2021, 260).

Task clarity is an important characteristic to consider, especially in relation to management practices, 
because the types of management strategy that one wishes to implement may be heavily influenced by 
the types of task that they govern. Indeed, Rasul, Rogger, and Williams (2021, 260) hypothesize, and find 
evidence, that “top-down control strategies of incentives and monitoring should be relatively more effec-
tive when tasks are easy to define ex ante because it is easier to specify what should be done and construct 
an appropriate monitoring scheme.” On the other hand, they also theorize (and, again, find evidence) that 
“empowering staff with autonomy and discretion should be relatively more effective when tasks are unclear 
ex ante, as well as when the actual achievement of the task is clear ex post” (260).

The clarity of task definition is thus also important to take into consideration when exploring questions 
pertaining to the management of public administration. The degree to which a task is easy to describe and 
evaluate has a significant bearing on the types of management strategy that make sense to employ when 
undertaking that task. Task clarity can also impact a number of other features of government work, such as 
the level of political and citizen support it enjoys—with simpler, more visible projects tending to garner more 
interest from politicians and support from citizens (Mani and Mukand 2007; Woodhouse 2022)—or the 
degree to which a task is subject to measurement or performance-pay mechanisms.

Task clarity is important to measure for its potential interactions with the concepts of effort substitution 
and gaming (Kelman and Friedman 2009). If performance measures are applied only to those tasks that are 
ex ante and ex post clear, such tasks may be prioritized to the detriment of others because they are subject to 
measurement or because bureaucrats seek to “game” the system by focusing their attention on improving sta-
tistics relating to their performance but not their actual performance. As we have seen in the work of Honig 
(2019) and Khan (2021), it is especially in complex, multidimensional task environments where granting 
autonomy or discretion to bureaucrats can have beneficial results. In short, thinking about the nature of the 
task at hand and its interaction with features such as the management practices being adopted and individual 
behavioral responses on the part of public servants and politicians is highly important if one wants to get to 
the bottom of “what works” in government.

DISCUSSION: KEY CHALLENGES

The previous sections have reviewed the scattered and relatively young literature on the systematic mea-
surement of task and project completion in government organizations. The measurement methods and data 
sources identified hold great promise for practitioners and researchers but also present a number of concep-
tual and practical challenges. While we have discussed some of these above in relation to specific papers or 
measurement methods, in this section, we briefly highlight some cross-cutting issues for measurement and 
analysis as well as for integration into management practice and decision-making.

The first challenge is determining what a task is. At the beginning of this chapter, we defined outputs as 
the final products delivered by government organizations to society and tasks as the intermediate steps taken 
by individuals or teams within government to produce those outputs. We characterized both as discrete, 
bounded, and clearly linked to each other. While this is conceptually useful and can serve as a guide for mea-
surement, it is also a profound simplification of the messy, interlinked, and uncertain reality of work inside 
most government organizations. Indeed, the research insights produced by several of the studies we have 
discussed emphasize that the ambiguity, complexity, and interconnection of tasks and bureaucratic actions 
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often mean that simplistic management efforts do not produce their anticipated effects. Analysts interested 
in measuring task completion must thus strike a difficult balance between identifying distinct tasks, projects, 
and outputs in order to measure their completion and simultaneously calibrating their analysis and inference 
to capture the nuances of the effective performance of these tasks.

A second and related challenge is drawing appropriate inferences from measures of task completion, 
which, in itself, is just a descriptive fact of the level of task performance. On its own, measuring task com-
pletion does not diagnose the causes of task (in)completion, predict future levels of performance, pinpoint 
needs for improvement, or measure the performance of the individual personnel responsible for a task 
(since factors outside their control may also matter). It does, however, provide a foundation upon which to 
conduct further analysis along these lines. Indeed, for most of the studies cited above, the measurement of 
task completion simply provides a dependent variable for analysis of a diverse range of potential factors and 
mechanisms. This chapter has focused mainly on the measurement of this dependent variable; linking it to 
causes and consequences requires additional analysis, which will differ in its aims and methods depending 
on an analyst’s purposes.

A third challenge relates to integrating the measurement of task completion into practice and man-
agement—that is, taking action based on it. One main challenge relates to the well-known potential for 
gaming and distorting effort across multiple tasks (Dixit 2002; Propper and Wilson 2003), exemplified by 
“Goodhart’s Law”: “any observed statistical regularity will tend to collapse once pressure is placed upon it for 
control purposes” (Goodhart 1984). In other words, it may well be possible to accurately measure task com-
pletion in government organizations, but using these measures for the purpose of management—particularly 
if it involves benefits or consequences for the actors involved—risks undermining the validity of the mea-
sures and their linkage to bureaucratic performance. See the discussion in chapter 4. While some strategies 
can be put in place to mitigate such effects (for example, data quality audits or measuring multiple dimen-
sions of bureaucratic performance), these are nearly always imperfect. Analysts should thus seek to innovate 
in measuring task completion as a means of improving understanding while being cautious and selective in 
how they use it to guide management actions.

A final consideration in deciding what tasks to measure and how is the trade-off between prioritizing 
breadth and comparability, on the one hand, and specificity and depth, on the other. Figure 17.2 illustrates 
this trade-off. In general, task completion measures that are widely applicable across the whole of govern-
ment will naturally tend to be less specific to (and hence less informative of) the performance of any given 
unit or task. An example of this might be the type of data contained in a government’s annual report, budget 
execution report, or multiyear plan, which usually cover the whole of government activity but do so at a rel-
atively shallow level. At the other extreme, researchers or practitioners can gather a great deal of information 
about the completion of a specific task, as a performance audit might do. This gives a very informative pic-
ture of the completion of that particular task but permits little comparison across tasks or units. In between, 
one can locate the various measurement options we have discussed in this chapter. For example, Rasul and 
Rogger’s (2018) project completion data set focuses on physical infrastructure projects, which are likely to 
be more comparable to each other and across organizations than Rasul, Rogger, and Williams’s (2021) data 
set of both physical and nonphysical outputs—but at the cost of less comprehensive coverage of government 
activity. The optimal place on this spectrum for any given measure of task completion naturally depends on 

FIGURE 17.2 A Spectrum of Task Completion Measures, with Selected Examples
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the analytical purpose for which it is being created. From the standpoint of advancing measurement, the aim 
is to find ways to surmount this trade-off by increasing both the comparability and the rigor of task comple-
tion measures.

CONCLUSION

We conclude by returning to the question with which we opened: how do we know if governments are 
performing their functions well? In this chapter, we have sought to describe and demonstrate how to apply 
the task completion framework in order to answer precisely this question. The framework conceives govern-
ment activity in such a way as to allow analysts to assess public performance in a standardized manner across 
organizations and types of activity. As such, it gives us a fuller and more accurate picture of government 
work, forces us to think more carefully about the characteristics of the tasks that different agencies perform, 
and facilitates comparison of performance on a large sample that spans many types of organizations.

We have applied the framework to different categories of tasks in order to illustrate both its strengths and 
its limitations. In the case of tasks related to physical outputs, we have shown how data such as engineering 
assessments, annual progress reports, and budget reports can be merged with other data, such as manage-
ment or user surveys, to provide a hitherto-inaccessible vision of the extent of project implementation and 
the quality of the work undertaken.

Much of this work relies, at least partly, on data that already exist but have to be digitized or rendered 
usable in some other way. The existence of objective, external benchmarks—produced, for example, by 
experts such as infrastructure engineers—means that the development of projects of many different types 
can be mapped onto a comparable continuum. The strength of the evaluation of physical outputs is that 
analysts can produce a meaningful measure of completion that gives the user some sense of how task com-
pletion maps onto public benefit. However, the weakness of the approach, as applied to physical outputs, 
is that the quality of task completion is often overlooked because it rests upon more complex, multifaceted 
assessments that are difficult to harmonize into a single indicator. Moreover, the reliability of such measures 
may be called into question where completion rates are reported by the same organizations that undertake 
the tasks themselves (although this can be counteracted to some degree if external audits of task reports are 
available to validate the measure).

In the case of nonphysical outputs (such as auditing, planning, or awareness-raising activities), we have 
demonstrated how data may come from existing sources, such as progress reports, that need to be digitized 
or processed to be used for analysis. The strength of extending task completion assessments to nonphysical 
outputs is that this provides a much richer and fuller picture of the activities that governments engage in and 
allows for meaningful comparisons across departments. However, the task completion framework as applied 
to nonphysical outputs also suffers from the same potential misreporting concern associated with physical 
outputs and comes with additional challenges in terms of how to measure the quality of the tasks being 
completed. The challenges of measuring quality are distinct from those for physical outputs, in that quality 
is not necessarily overlooked but is more difficult to define. For example, how do you assess the quality of a 
health strategy objectively and in such a way that it is comparable with, for example, education strategies or 
fiscal strategies?

The task completion framework, in short, moves us in the right direction when it comes to measur-
ing the performance of governments in a way that takes into account the full breadth of government 
activity. However, there is much room for improvement when it comes to the measurement of the qual-
ity of the provision of both physical and nonphysical outputs. For physical outputs, expert benchmarks 
are often taken at face value without critical engagement with what the index or evaluation actually 
captures; whereas, for nonphysical outputs, benchmarks are often nonexistent, with no way to anchor 
quality assessments that makes them comparable across organizations. This is where we see the frontier 
in terms of the measurement of government performance; we need to expand the application of the task 



CHAPTER 17: GOVERNMENT ANALYTICS USING DATA ON TASK AND PROJECT COMPLETION 381

completion framework and complement this with greater attention to how technical benchmarks are used 
in the measurement of physical outputs and the development of workable benchmarks for the measure-
ment of nonphysical outputs.

NOTES

  The authors gratefully acknowledge funding from the World Bank’s i2i initiative, Knowledge Change Program, and 
Governance Global Practice. We are grateful to Galileu Kim and Robert Lipinski for helpful comments.

1. See, for instance, the World Bank’s World Governance Indicators, available at https://info.wordlbank.org/governance 
/wgi, and the Millennium Challenge Corporation scorecards—for example, on the website of the Millennium Challenge 
Coordinating Unit for Sierra Leone, http://www.mccu-sl.gov.sl/scorecards.html.

2. Outputs are not to be confused with outcomes, or “the impacts on social, economic, or other indicators arising from the 
delivery of outputs (e.g., student learning, social equity).” OECD Glossary of Statistical Terms, s.vv. “output,” “outcome” 
(Paris: OECD Publishing, 2022), http://stats.oecd.org/glossary.

3. Such indicators do not rely upon subjective citizen-survey responses, which are limited by their reliance on human judg-
ment and prey to multiple biases and recall issues (Golden 1992), both from the researcher designing the study and the 
experts or citizen respondents evaluating the government.

4. No evidence was found that completion levels differed significantly across auditors and agencies, with 94 percent of com-
pletion rates being corroborated across coding groups (Rasul, Rogger, and Williams 2021, 265).

5. The measure of unfinished projects is a “combination of projects still underway (on time or delays) and abandoned (tempo-
rarily or indefinitely) in a given district” (Bancalari 2022, 10).

6. It is important to note that their findings are relative to one another—that is, “organizations appear to be overbalancing 
their management practice portfolios toward top-down control measures at the expense of entrusting and empowering the 
professionalism of their staff ” (Rasul, Rogger, and Williams 2021, 261).
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SUMMARY

Governments around the world increasingly implement surveys of public servants to better under-
stand—and to provide evidence to improve—public administration . As context for the subsequent 
chapters in The Government Analytics Handbook on surveys of public servants, this chapter reviews 
the existing landscape of governmentwide surveys of public servants . What concepts are measured 
in these surveys? How are these concepts measured? And what survey methodologies are used? Our 
review finds that while governments measure similar concepts across surveys, the precise questions 
asked to measure these concepts vary, as do survey methodologies—for instance, in terms of sampling 
approaches, survey weights, and survey modes . The chapter concludes, first, that discrepancies in sur-
vey questions for the same concepts put a premium on cross-country questionnaire harmonization, and 
it introduces the Global Survey of Public Servants (GSPS) as a tool to achieve harmonization . Second, 
the chapter concludes that methodological differences across surveys—despite similar survey objec-
tives—underscore the need for stronger evidence to inform methodological choices in surveys of public 
servants . The remaining chapters in this part focus on providing such evidence .

ANALYTICS IN PRACTICE

 ● Surveys of public servants have been implemented by an increasing number of countries in the last two 
decades. They tend to measure similar concepts, focusing on a core set of employee attitudes (such as 
job satisfaction or engagement), on the one hand, and management practices (such as the quality of 
 leadership), on the other.

 ● Despite measuring similar concepts, questionnaires across surveys of public servants are not 
 harmonized: different governments use different measures for the same concepts.

Ayesha Khurshid is a consultant in the World Bank’s Development Impact Evaluation (DIME) Department. Christian Schuster is a 
professor at University College London. 
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 ● Despite having similar aims, methodologies for surveys of public servants vary across countries—for 
instance, in terms of sampling approaches, survey weighting, survey populations, survey modes, and 
response rates achieved.

 ● Differences in survey methodology underscore the importance of robust evidence to ensure good- 
practice methodologies in surveying public servants, the topic of the remainder of this part.

INTRODUCTION

Understanding government and providing actionable data and evidence to public sector managers to 
improve the machinery of government requires microdata about government institutions (chapter 2). 
Surveys of public servants are one such microdata source. Many key features of the environment of public 
servants cannot be measured efficiently through other (administrative data) mediums. For example, how 
public servants are managed, their motivations, and their behaviors are all phenomena internal to an official’s 
lived experience. Management quality is fundamentally an experienced interaction that can often only be 
measured by employees’ or managers’ reports of it.  Public employees’ motivations are difficult to observe 
outside of their own expressions of them. Thus, self-reporting through surveys becomes the primary means 
of measurement for many aspects of officialdom and, as detailed elsewhere in The Government Analytics 
Handbook, of the public sector production function (see chapter 1).

This section of the Handbook provides frontier evidence on key choices in public servant surveys—from 
the appropriate survey mode (chapter 19), to determining sampling sizes (chapter 21), questionnaire design 
(chapters 20 and 22), and the effective reporting of survey results (chapter 25). To contextualize the chapters 
in this section, this introductory chapter provides an overview of the state of play in public servant surveys 
around the world.

To present the state of play in this field, we review the existing landscape of regular, governmentwide 
employee surveys—that is, surveys that are run on a regular (annual or biannual) basis with repeated 
measurements (on at least three previous occasions) for a central government. We thus focus this chapter 
on surveys that are institutionalized as measurement and management instruments in governments. This 
contrasts with other reviews—in particular, Organisation for Economic Co-operation and Development 
(OECD 2016)—which comprise ad hoc, non-central-governmentwide surveys with varying content and 
methodologies.1

The first introductory takeaway from this review is that surveys of public servants have recently become 
more popular with governments. As illustrated in figure 18.1, the number of countries undertaking gov-
ernmentwide employee surveys has increased continuously over the last decade, reaching nine countries in 
2021. (We might, of course, underestimate the number of institutionalized surveys of public servants outside 
the English-speaking world, so this number is a lower bound.)

As detailed in table 18.1, all countries for which we were able to review and validate the 
implementation of regular surveys of public servants belong to the OECD (though some, such 
as Colombia, are recent OECD joiners). While most of these countries have been implementing 
institutionalized surveys for over a decade, countries such as New Zealand have only begun the 
exercise in recent years. All countries implement their surveys annually except Ireland and Canada, 
which implement their surveys every two years.

This chapter will provide an overview of the key features of these surveys, in part to contextualize the 
remainder of this section of the Handbook, which will provide novel empirical evidence on the design, 
implementation, and dissemination of public servant surveys. The chapter will first review what established 
surveys of public servants measure. Subsequently, it will look at survey methodologies across countries: how 
are surveys implemented (for instance, in terms of sampling and response rates)?
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A REVIEW OF CONCEPTS AND MEASURES IN EXISTING 
SURVEYS OF PUBLIC SERVANTS

To understand the key concepts for measurement when governments undertake surveys of their employees, 
we summarize a review by Meyer-Sahling et al. (2021) of the concepts measured in six of the government 
employee surveys outlined above. This review comprises the United States’ Federal Employee Viewpoint 
Survey, Canada’s Public Service Employee Survey, the United Kingdom’s Civil Service People Survey, the 
Australian Public Service (APS) Employee Census, Colombia’s Survey of the Institutional Environment 
and Performance in the Public Sector, and Ireland’s Civil Service Employee Engagement Survey. The focus 

FIGURE 18.1 Countries with Regular, Governmentwide Employee Surveys, 
Cumulative Count, 2002–21
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TABLE 18.1 Countries with Regular, Governmentwide Employee Surveys, 2002–22

Country Survey title Undertaken since Latest year Frequency

Australia Australian Public Service Employee Census 2012 2022 Annual

Canada Public Service Employee Survey 2005 2020 Biannual

Colombia Survey of the Institutional Environment and 
Performance in the Public Sector [Encuesta sobre 
ambiente y desempeño institucional nacional]

2009 2021 Annual

Ireland Civil Service Employee Engagement Survey 2015 2020 Biannual

Korea, Rep . Public Service Life Survey 2013 2021 Annual

New Zealand Te Taunaki Public Service Census 2021 2021 Annual

Switzerland Staff Survey of the Federal Administration 
[Enquête auprès du personnel de l’administration 
fédérale]

2012 2021 Annual

United Kingdom Civil Service People Survey 2009 2021 Annual

United States Federal Employee Viewpoint Survey 2002 2021 Annual

Source: Original table for this publication .
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of the review is on measurement in the last year before the COVID-19 pandemic, as the pandemic led to 
an  exceptional focus on teleworking—rather than the implementation of the regular annual survey—in a 
 number of countries.

Meyer-Sahling et al. (2021) frame their review within a production function of the public service 
( analogous to the production function presented in chapter 1 of the Handbook) that outlines how the 
productivity of public services depends on the quality and quantity of outputs relative to inputs. Inputs 
include staff (that is, public servants) and other resources. Inputs are converted to public sector outputs and 
outcomes by management practices and public or organizational policies. Whether inputs are effectively 
converted to outputs is moderated by exogenous factors (such as the political environment) and mediated by 
the attitudes and behaviors of public servants.

Surveys of public servants can be used to shed light on different components of this public service pro-
ductivity chain. As detailed by Meyer-Sahling et al. (2021), surveys of public servants are particularly suitable 
for measuring management practices and complementary inputs, on the one hand (for example, employees’ 
perception of the quality of leadership in their organization), and public employees’ attitudes and behaviors, 
on the other (for example, their work motivation). These parts of the public sector production function 
often cannot be recorded through administrative data in a valid way. Thus, self-reporting through surveys 
becomes the primary measurement tool.

Which areas of management practice, on the one hand, and employee attitudes, on the other, do existing 
surveys of public servants primarily measure? By classifying topics in the six countries, seven broad areas of 
management practices are measured across all government employee surveys reviewed: leadership (by both 
the direct superior and senior management), performance management, pay, training and skills develop-
ment, promotion and career development, and communication and information to employees. Three further 
areas—practices to foster work-life balance, teamwork, and the sufficiency of resources (for example, equip-
ment)—were measured in all but one employee survey. As figure 18.2 shows, these 10 management areas are 
thus plausibly core to (almost) all government employee surveys.

Looking next at employee attitudes, the review finds that government employee surveys also measure an 
overlapping set of core employee attitudes and behaviors. As illustrated in figure 18.3, all reviewed govern-
ment employee surveys measure the organizational commitment of public employees, their engagement 
with their jobs, and their perception of their workloads and work-life balance. Moreover, four additional 
concepts—job satisfaction, career/turnover intentions, integrity, and innovation attitudes—are measured in 
all but one of the government employee surveys. These six attitudes and behaviors are thus plausibly core to 
(almost) all government employee surveys.

Thus, governments measure similar concepts across many of their employee surveys. (Of course, 
governments also add idiosyncratic modules that are of particular interest to them in any given year, such 
as remote work during the COVID-19 pandemic.) This plausibly reflects an interest in a similar set of core 
management practices and employee attitudes and behaviors to improve public sector performance. At the 
same time, as outlined below, the exact wording of measures for the same concept frequently differs across 
countries (as does the precise coverage of a concept—for instance, whether pay is measured in relation to 
performance, satisfaction, fairness, or other pay-related factors), which is a core rationale for harmonizing 
this wording through the Global Survey of Public Servants (GSPS) (see below).

Two caveats regarding these conclusions about commonality are due. First, the review’s coverage extends 
to OECD countries. In countries of the Global South, other concepts, such as meritocracy, politicization, 
and corruption, are often central to the (non)functioning of the public sector and might thus deserve greater 
pride of place in surveys of public servants (Meyer-Sahling et al. 2021). Second, some recent surveys have 
shifted toward a greater focus on directly actionable survey questions—for instance, to check for good 
practice in performance evaluations or onboarding procedures and showcase where basic practices are not 
in place (see Fukuyama et al. 2022). That most existing governmentwide employee surveys are silent on these 
topics suggests that focusing on more actionable survey questions is one margin for improving many existing 
questionnaires.
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FIGURE 18.2 Management Practices Measured in Government Employee Surveys
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FIGURE 18.3 Employee Attitudes and Behaviors Measured in Government 
Employee Surveys
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METHODOLOGIES IN SURVEYS OF PUBLIC SERVANTS

Having reviewed the content of existing governmentwide employee surveys, in this section, we will review 
their methodologies. How are respondents sampled by governments? Are surveys conducted online, on 
paper, in person, or by phone? How long are public servant survey questionnaires? What response rates are 
achieved and how are survey weights constructed to enhance representativeness? The remaining chapters in 
the public servant survey section of the Handbook provide novel empirical evidence to enable governments 
and practitioners to make evidence-based choices in response to these and other methodological questions, 
along the decision tree in survey design, implementation, and reporting detailed in chapter 1. To contextual-
ize these empirical and methodological chapters, the remainder of this section briefly reviews practices and 
methodological choices in existing governmentwide employee surveys. Table 18.2 summarizes the findings 
from this comparison.

Survey Mode

One of the first methodological choices in public servant surveys is the enumeration method, or  survey 
mode. Different survey modes come with different response biases to questions and different overall 
response rates.

All nine government surveys reviewed in table 18.1 were implemented online, using an invitation 
link sent to public servants through email or shared through the administration’s intranet. Additionally, 
to enhance accessibility (for instance, for staff with difficulty accessing or completing an online survey), 
 Colombia, Switzerland, the UK, and a few Australian agencies offered their surveys in a paper format, while 
New Zealand offered its survey through paper and telephone upon request.

Field experimental evidence from the Handbook suggests—albeit based on data from Romania only—
that these diverging survey modes do not substantially impact aggregate estimates at the national level 
(see chapter 19). They do, however, affect the comparability of findings across organizations, among other 
things (see chapter 19). Governments that offer varying survey modes should thus be careful when com-
paring the scores of organizations if some implement the survey primarily online while others implement it 
primarily on pen and paper.

SURVEY POPULATION

Across the nine surveys reviewed, the survey population generally consists of central-government civil ser-
vants, although the extent to which public sector organizations and employee contracts outside the (legally 
defined) civil service are covered varies—for instance, in other branches of government or frontline services.

For the UK government employee survey, all public servants from 101 agencies are eligible, excluding 
the Northern Ireland Civil Service, the NHS (which conducts its own survey), and frontline officials (for 
instance, police officers and teachers) (Cabinet Office 2020). The US survey invites all federal, nonseasonal, 
and permanent public servants (including all full- and part-time employees) in 82 executive branch agencies 
to participate (OPM 2020).

The Australian survey includes all employees from 101 agencies. While agencies set their own eligibility 
requirements, it generally excludes public servants on leave during the survey and those with a short tenure 
in the agency (Australian Public Service Commission 2021). Similarly, in Colombia, all public servants 
working in Bogotá with a tenure of more than six months at the central level of the executive, legislative, and 
judicial powers and in the headquarters of the regional autonomous corporations and public universities 
(200 agencies) are eligible to participate in the survey (DANE 2020).
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TABLE 18.2 Methodological Choices in Public Servant Surveys

Country Survey mode(s) Survey population Sampling
Response 
ratea (%)

Survey 
weightingb

Questionnaire 
length (number 
of questions)c

Australia Primarily online with some 
agencies offering a paper-based 
option

All regular employees from 101 agencies with 
sufficient tenure in their agency

Census 77 No weights 
applied

112

Canada Online All paid employees in 90 core agencies Census 61 Nonresponse 
weights applied

112

Colombia Primarily online with a paper-
based option

All employees in 200 agencies with a tenure 
of at least six months working in Bogotá and 
in the headquarters of regional autonomous 
corporations and public universities

Census for smaller agencies 
and stratified sampling for larger 
agencies

96 Nonresponse 
weights applied

65

Ireland Online All employees in 50 agencies in Ireland and 
those based abroad

Census 65 — 112

Korea, Rep . Online All employees from central administrative 
agencies and metropolitan governments

Sampled survey using multistage 
stratification and probability-
proportional-to-size sampling

— — 48

New Zealand Primarily online with a paper-
based and telephone option

All employees in 36 agencies and those based 
abroad, excluding the NZCIS and the GSCBd

Census 63 — 61

Switzerland Primarily online with a paper-
based option

All monthly paid employees (excluding 
parliamentary services and the Public Ministry 
of the Confederation and the courts)

Census every three years with a 
sampled survey in all other years

71 — 24

United 
Kingdom

Primarily online with a paper-
based option

All employees from 101 agencies (excluding 
the Northern Ireland Civil Service, the National 
Health Service, and frontline officials)

Census 62 No weights 
applied

72

United States Online All permanently employed and nonseasonal 
federal employees in 82 agencies

Census every few years (2012, 
2018, 2019, and 2020) with a 
sampled survey using stratified 
sampling in other years 

44 Nonresponse 
weights applied

101

Source: Original table for this publication .
Note: The table displays “—” wherever information was unavailable to the authors .
a . Response rates are presented for the latest year for which data and/or results were available . The response rate for the Korean survey was unavailable .
b . Information about nonresponse weights in Canada, Ireland, Republic of Korea, New Zealand, and Switzerland was, unfortunately, unavailable .
c . Questionnaire lengths were reviewed for the last year before the COVID-19 pandemic .
d . New Zealand Security Intelligence Service (NZCIS); Government Communications Security Bureau (GSCB) .
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The Irish survey targets all public servants from 50 agencies in Ireland and those based abroad 
(Department of Public Expenditure and Reform 2020). Similar to Ireland, the New Zealand survey 
includes all public servants working in 36 public service agencies and those based overseas, apart from 
the New Zealand Security Intelligence Service (NZSIS) and the Government Communications Security 
Bureau (GSCB) (both of which conduct their own surveys) (Research New Zealand 2021). While limited 
 information is available on the Korean survey, its target population includes all public servants from central 
administrative agencies and metropolitan governments (Korea Institute of Public Administration 2021).

The Canadian survey has the most flexible eligibility criteria: all indeterminate, term, seasonal, casual, 
and student employees in 90 core public administration agencies are eligible (excluding ministers’ exempt 
staff, private contractors and consultants, and employees on unpaid leave) (Government of Canada 2022). 
Similarly, the Swiss survey population consists of all permanent staff that are paid monthly but excludes 
 public servants working in the parliamentary services, the Public Ministry of the Confederation, and the 
courts (OFPER 2022).

Sampling Design

Approaches to sampling across countries vary, ranging from census to random, ad hoc, and stratified 
sampling. Australia, New Zealand, and the UK adopt a census approach in which all eligible public sector 
employees are invited to participate in the survey (Australian Public Service Commission 2021; Cabinet 
Office 2020; Research New Zealand 2021). Canada’s Public Service Employee Survey and Ireland’s Civil 
Service Employee Engagement Survey are also based on a census approach, albeit one with an open link 
offering less control over who responds (Department of Public Expenditure and Reform 2020). In Canada, 
public sector organizations reach out to their staff to complete the survey, but the government also makes the 
survey available online for anyone who decides they fit the eligibility criteria (Government of Canada 2022).

The US government Federal Employee Viewpoint Survey uses stratified randomized sampling approaches 
for most years but conducts a census every few years (2012, 2018, 2019, and 2020), in order to update 
sampling frames, with the survey link sent to all eligible respondents (OPM 2020). Similarly, Switzerland 
conducts a census every three years (2014, 2017, and 2020) and a sampled survey in other years (OFPER 
2022). Colombia’s public servant survey, in turn, uses a mixed approach: for larger organizations, a stratified 
sampling approach is used, while for smaller organizations (with fewer than 110 employees), a census is taken 
to protect anonymity. For larger organizations, the sampling frame is stratified by organization and hierarchy, 
and public servants are selected to participate using simple random sampling within strata (DANE 2020).

Meanwhile, the Republic of Korea adopts a sampling approach for all annual surveys. Approximately 4,000 
respondents are sampled each year each using multistage stratification and probability-proportional-to-size 
sampling to ensure the representativeness of the sample (Korea Institute of Public Administration 2021).

As detailed later in this section of the Handbook (chapter 25, census approaches offer the advantage of 
sufficient response numbers to provide unit-level management reports based on survey results, even at more 
 disaggregated levels. The UK government, for instance, produces over 12,000 management diagnostics or 
reports based on its results. At the same time, census sampling approaches are costly in terms of the oppor-
tunity cost of staff time spent on completing the survey. As detailed in chapter 20, the appropriate sampling 
approach thus depends on the types of inference one seeks to draw from the data. Chapter 20 offers a sampling 
tool to allow governments to estimate appropriate sample sizes based on the types of inference and bench-
marking exercises they wish to make with the data. Interestingly, existing government approaches to sampling 
respondents in public servant surveys do not seem to be (explicitly) based on such a data-driven approach to 
sampling, suggesting that the potential to optimize sampling in surveys of public servants remains.

Response Rates and Nonresponse Weighting

Beyond their sampling approaches, surveys of public servants across governments also differ in response 
rates and their approaches to correcting for nonresponse bias. As detailed in table 18.2, survey response rates 
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vary from 44 percent in the US to 96 percent in Colombia. In Colombia, the national statistical office (DANE) 
conducts the survey, and statistics legislation mandates that sampled respondents complete the survey. In the 
remaining countries, participation in the survey is voluntary, leading to relatively lower response rates.

To enhance the likelihood that the final sample is representative of the target population of public 
servants, Canada, Colombia, and the US apply nonresponse weights.2 Canada uses nonresponse weights to 
enhance the representativeness of occupational groups in each agency (Statistics Canada 2018). To construct 
nonresponse weights, the US survey uses subagency identifier, supervisory status, gender, minority status, 
age, tenure, full- or part-time status, and location from administrative data (OPM 2020). The Colombian 
survey, in turn, uses nonresponse weights based on the same variables as in its sampling approach—for 
example, hierarchical level or the institution a respondent works for (DANE 2020).

The Australian survey checks for the representativeness of respondents across age, gender, state or terri-
tory, and classification. As survey respondents do not significantly differ from the survey population in these 
characteristics in the Australian case, the Australian survey does not use nonresponse weights (Australian 
Public Service Commission 2021). Similarly, the UK does not apply nonresponse weights to the final set of 
respondents.

Evidence from elsewhere in the Handbook suggests that the effect of nonresponse weights (con-
structed from demographic information) on national-level averages in particular is relatively limited, at 
least in the country studied in the chapter (chapter 19). This is good news for cases, like the UK, where 
governmentwide demographic information to construct weights is in limited supply. At the same time, 
some nonresponse weights are straightforward to construct for all governments—for instance, weights 
to correct for differential response rates in institutions of differential size. They thus merit consideration 
where not currently applied.

QUESTIONNAIRE LENGTH

Beyond these differences in nonresponse weights, surveys of public servants also differ in questionnaire 
design, including length. In the last year before the COVID-19 pandemic, questionnaire lengths varied 
significantly.3 Ireland and Canada implemented the longest public servant survey, with 112 questions, 
 followed by the Australian and US surveys (100 questions each). Switzerland implemented the shortest, 
with 24  questions. Colombia and New Zealand (each approximately 60 questions) and Republic of Korea 
(48 questions) sat in between.

Longer questionnaires can generate survey fatigue, with potentially greater item nonresponse and survey 
dropout (Liu and Wronski 2017). For instance—though this is merely suggestive—the correlation  coefficient 
between response rates and questionnaire length in eight of the nine countries reviewed is r = −0.29.4 
 Question design can potentially mitigate such nonresponse. Chapter 22 of the Handbook assesses how to 
phrase questions so as to minimize item nonresponse.

THE GLOBAL SURVEY OF PUBLIC SERVANTS AS AN INSTRUMENT FOR 
CROSS-COUNTRY SURVEY HARMONIZATION

As this chapter has illustrated, governments often use dissimilar questions and methodologies to measure 
similar concepts. As a result, even though governments measure similar concepts, they cannot bench-
mark themselves against other governments on these concepts. This puts a premium on evidence-based, 
cross-country harmonization of survey questionnaires and methodologies to further the degree of consis-
tency in measurement across surveys of public servants.
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The GSPS was created with this objective in mind and, more broadly, to encourage the adoption of  surveys 
of public servants by governments, good practice in public servant survey design and implementation, and 
the collection of cross-country and cross-institution data on public servants in governments around the world 
(Fukuyama et al. 2022). The aim is to increase the volume, quality, and coherence of survey data on public 
administration over time. The GSPS is the product of a consortium of researchers and practitioners from 
Stanford University, University College London (UCL), the University of Nottingham, and the World Bank.

To facilitate the harmonization of survey questions and methodologies for surveys of public servants, the 
GSPS presents existing questions and methods in an accessible form and provides methodological evidence 
on the efficacy of these questions and methods. It presents a core module of questions as a proposal for inclu-
sion in independent surveys of public servants and publishes detailed guidance on the implementation of 
the core module to ease the comparison of any individual survey results with other surveys (Meyer-Sahling 
et al. 2021). This ensures that the data collected on public servants are comparable across independent data 
collection exercises.

Figure 18.4 provides an example of the type of comparison possible through the GSPS initiative, bench-
marking governments on the percentage of public servants satisfied with their pay and/or total benefits. The 
GSPS enables governments to understand strengths and areas for development for their civil service in global 
comparative terms, although, as chapter 24 shows empirically, care needs to be taken when comparing responses 
across countries for culturally contingent concepts in particular. In figure 18.4, for instance, it is striking how 
differentially satisfied public servants are with their pay in countries at roughly similar levels of development, such 
as in the US federal government (63 percent satisfied with their pay) and the UK civil service (36 percent satisfied 
with their pay). This kind of comparison can help governments understand strengths and areas for development.

CONCLUSION

The number of governments implementing governmentwide surveys of public servants has increased 
continuously in the last two decades, though many countries have yet to implement or institutionalize the 
implementation of employee surveys. Our review has shown that surveys of public servants in governments 

FIGURE 18.4 Share of Public Servants Satisfied with Their Pay and/or Total 
Benefits, Various Countries
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are similar: they tend to measure similar concepts, focusing on a core set of employee attitudes (such as job 
satisfaction or engagement), on the one hand, and on management practices (such as the quality of leader-
ship), on the other. They are thus implemented with a comparable set of measurement objectives.

At the same time, surveys across governments differ in the methodologies used and the precise mea-
sures applied to measure concepts. In terms of methodology, the review has found that surveys differ in key 
aspects: sampling approaches, survey weighting, survey populations, survey modes, questionnaire length, 
and response rates achieved. Some of these differences may stem from differences in practical or legal con-
straints. For instance, the civil service agency (or other entity) in charge of conducting the survey may not 
have a mandate for personnel management beyond the core civil service, complicating extending the survey 
coverage beyond the core civil service. And a central human resources management information system 
with demographic data about civil servants to construct survey weights may or may not be available, as 
detailed elsewhere in the Handbook (chapter 9). Some of the differences, however—for example, in sampling 
approaches and survey modes—are arguably due to limited methodological evidence on governmentwide 
surveys of public servants. The remaining chapters of this section of the Handbook address part of this void 
and can help governments make more evidence-based methodological choices in surveys of public servants. 
The GSPS builds on this evidence to offer governments a globally comparable set of survey questions and 
methodologies.

In short, the global landscape of surveys of public servants holds much promise for the future. An 
ever-increasing number of governments are implementing surveys, better evidence for methodological 
choices in surveys of public servants is becoming available, and the GSPS amplifies opportunities for global 
benchmarking.

NOTES

1. In line with the varying terminology used by different governments conducting such surveys, we use the terms “public 
servant surveys” and “government employee surveys” interchangeably.

2. Information about nonresponse weights in Ireland, Republic of Korea, New Zealand, and Switzerland was, unfortunately, 
unavailable.

3. The pandemic led to a number of additional pandemic and remote-work-related questions in the surveys that would ordi-
narily not be asked, thus reducing the generalizability of comparisons of questionnaire length during the pandemic.

4. Response rates were unavailable for the Korean survey.
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SUMMARY

Measuring important aspects of public administration, such as the level of motivation of public servants 
and the quality of management they work under, requires the use of surveys . The choice of survey 
mode is a key design feature in such exercises and therefore a key factor in our understanding of the 
state . This chapter presents evidence on the impact of survey mode from an experiment undertaken 
in Romania that varied whether officials were administered the same survey face-to-face or online . The 
experiment shows that at the national level, the survey mode does not substantially impact the mean 
estimates . However, the mode effects have a detectable impact at the organizational level as well as 
across matched individual respondents . Basic organizational and demographic characteristics explain 
little of the variation in these effects . The results imply that survey design in public service should 
pay attention to survey mode, in particular in making fine-grain comparisons across lower-level units 
of observation .

ANALYTICS IN PRACTICE

 ● Most governments—and many researchers—running surveys of public officials do so online. This 
reduces cost, increases flexibility, and theoretically reduces biases, such as those induced by respondents’ 
notions of socially desirable answers.

 ● However, online surveys tend to have lower response rates than other survey modes and a greater degree 
of exit before surveys are completed, leading to different samples of respondents. This raises the concern 
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that the data resulting from online surveys are not a valid representation of the population—in this case, 
the entire public administration.

 ● This chapter presents evidence from a randomized controlled trial that compares face-to-face and online 
survey responses. Our intention is to showcase an approach to measurement validation that can be fol-
lowed by other survey teams for understanding the validity of their analyses.

 ● We show that the mean difference between online and face-to-face responses across all officials, which 
we call the national level, is between 0.17 and 0.35 standard deviations. Such an effect is of a similar mag-
nitude to moving from 4.4 to 4.5 on a 1–5 scoring system (for example, “strongly disagree” to “strongly 
agree”) on one of the aggregate variables we study. Thus, in surveys with similar mode effects, measure-
ment mode is unlikely to make a qualitative difference to conclusions when reporting at the national 
level so long as such small deviations are not overanalyzed.

 ● At the organizational level, the modal difference across all questions is roughly consistent with the 
country-level average. However, several organizations exhibit a modal difference of over one standard 
deviation. Given the lack of objective benchmarks, we interpret sensitivity to mode as indicative of 
underlying measurement issues. Problems arising from sensitivity to measurement are particularly acute 
when ranking organizations, with mode effects having substantial impacts on the ordering of organiza-
tions. This evidence casts doubt on the validity of organization-level ranking that does not appropriately 
address these measurement concerns.

 ● At the individual level, the mode effects remain significant and substantial for most of the outcomes. 
We see that the survey mode effects persist across individuals matched using propensity score matching 
(PSM) as well across different groups, like managers and nonmanagers, although some groups appear 
more sensitive to survey mode than others. This evidence places a burden of proof on survey analysts to 
demonstrate the validity of presenting data at the unit or individual level.

 ● A common approach to correcting online surveys is to use survey weights. In our experiment, we find 
little evidence that survey weights reduce the sensitivity of results to the measurement approach.

 ● Identifying organizations and individuals particularly susceptible to mode effects would allow for a sig-
nificant reduction in aggregate mode effects. This might be pursued through a small, face-to-face survey 
across organizations, upon which estimates of individual mode responses could be based.

INTRODUCTION

Measuring many aspects of public servants and their working lives is difficult. Management quality is 
frequently experienced rather than recorded in administrative data. Public employees’ motivations are 
difficult to observe outside of their own expressions of their motives. Thus, self-reporting through sur-
veys becomes the primary means of measurement for many aspects of officialdom. Externally sourced 
measures, perhaps from administrative data, are simply unable to record features of these important 
variables.

Survey design is therefore an important mediator in our understanding of the state. This part of The 
Government Analytics Handbook assesses how to determine the particular content of a survey of public 
servants from multiple angles. This chapter focuses on a key aspect of survey administration: whether the 
survey is conducted online or in person (that is, face-to-face). Though there are other modes of survey deliv-
ery, from periodic text message surveys to laboratory-in-the-field games, the debate in this context typically 
concerns these two forms, which will therefore be our focus (Haan et al. 2017; Heerwegh and Loosveldt 
2008; Kaminska and Foulsham 2014; Tourangeau and Yan 2007).



CHAPTER 19: DETERMINING SURVEY MODES AND RESPONSE RATES 401

Public servant surveys run by governments are typically carried out online, with a small or nonexistent 
proportion of staff allowed to use a paper form or speak to an enumerator directly (for a review of the most 
prominent such surveys, see chapter 18). This is done predominantly for cost reasons, but online surveys 
enjoy several advantages. They enable researchers to rapidly collect large amounts of data and can be quickly 
and flexibly deployed across a range of organizational contexts.

However, this reliance on online surveys is based on the rarely tested assumption that online surveys 
are able to provide valid and reliable data. This assumption may be incorrect for several reasons: online 
surveys often suffer from low response rates, potentially undermining the representativeness of the 
respondent group (Cornesse and Bošnjak 2018). Online surveys are also associated with higher levels of 
survey drop-off and item nonresponse than other survey modes (Daikeler, Bošnjak, and Lozar Manfreda 
2020; Heerwegh and Loosveldt 2008; Peytchev 2009). The resulting higher levels of missing values may 
undermine the validity and reliability of the data (Baumgartner and Steenkamp 2001; Jensen, Li, and 
Rahman 2010; Podsakoff et al. 2003).

Face-to-face surveys can be a viable alternative to online survey data collection. Many microempir-
ical studies, in which the individual is taken as the unit of observation, prefer to administer surveys in 
person. Although they consume significantly more time and resources than online surveys, face-to-face 
surveys tend to report significantly higher response rates and lower rates of breakoff, and they can be 
substantially longer without respondent exit. Talking to someone in person is a fundamentally more 
engaging activity than filling in a form on the screen, enabling a wider range of data to be collected 
from a single interview.1 It is therefore possible that the final set of responses collected from an online 
survey will come from a different effective sample than would be the case in the face-to-face mode (see, 
for example, Couper et al. 2007).

We turn now from respondents to the answers they provide. A key feature of online surveying is that it 
distances the respondent from an enumerator. This potentially reduces social-desirability bias arising from 
a respondent’s inclination to answer in a way that may be demanded by the social features of a face-to-face 
survey (Heerwegh 2009; Newman et al. 2002; Tourangeau and Yan 2007). An online survey is also relatively 
consistent in its delivery of a survey to respondents, while individual enumerators may not be.

Despite the potential reduction in social-desirability bias (Ye, Fulton, and Tourangeau 2011), online sur-
veys may introduce other biases—for example, those derived from a lack of comprehension of the question. 
Where enumerators can provide clarifications, online surveys typically do not have that option, nor is it 
likely to be regularly used by respondents. It has also been shown that the online survey respondents engage 
in a larger degree of satisficing—that is, they more often respond “I don’t know,” skip questions, choose 
neutral response options, etc. to minimize the cognitive burden of responding (see, for example, Heerwegh 
and Loosveldt 2008; Krosnick and Presser 2010; see section two below for further discussion). Whereas the 
desire to satisfice is also present in face-to-face surveys, an experienced enumerator might probe respon-
dents to, for example, think for a while about a question rather than saying “I don’t know.” Therefore, another 
concern is that even comparable samples of respondents may provide different responses if surveyed using 
different survey modes.

A series of trade-offs therefore characterizes the choice between online and face-to-face survey modes. 
Conceptually, there may be differences in what sample of respondents each mode attracts and how the mode 
affects the responses they provide. Practically, the costs and feasible lengths of the two approaches differ. 
While researchers and research communities typically have strong beliefs about which approach optimally 
resolves this tension, there is little to no rigorous empirical evidence on this subject in the field of public 
administration.2

The nature of public administration, with its hierarchical and bureaucratic communication norms, 
potentially implies a substantial survey mode effect. For example, written communication at work, such as 
filling in an online form or survey, may be regarded very differently by a public official and a private citizen. 
On the other hand, a 1-hour meeting to discuss public service life is similar to many of the meetings public 
officials have in a day. Findings from other sectors may therefore not be externally valid in a public adminis-
tration setting.
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What, therefore, are public sector managers or researchers to do in collecting survey data from public 
servants? This question is complicated by the fact that many features of public administration, as noted 
above, cannot be definitively validated outside of survey data. It can be argued that the appropriate con-
ception of management is the individual employee’s specific experience of it. Thus, objective data for the 
purpose of benchmarking the two most common survey modes are absent for many topics. The answer 
to the question may also vary across topics, individuals, and settings, such that an effective answer must 
go beyond a simple comparison of aggregate means to understand what quantities are most affected by 
survey mode.

While the existing literature is an obvious foundation for our analysis, our aim in this chapter is to 
investigate the robustness of survey results to survey mode within a public administration setting. Given the 
difficulties of generating objective benchmarks for many of the topics we study, our interpretation of this 
robustness is used as an indicator of the validity of the underlying responses. Where feasible, we also inves-
tigate the organizational and individual determinants of mode effects, with the aim of better understanding 
which groups or organizations may be most impacted by differences in survey mode.

Our intention in this chapter is to showcase to survey managers and related stakeholders an approach to 
testing the robustness of survey responses to survey mode. We provide evidence from a single experiment to 
illustrate our approach, but in doing so, we provide some of the first experimental evidence on the impacts of 
survey mode in public administration. As such, this chapter hopes to provide frontier evidence from a single 
setting and a framework for investigating these issues in other surveys.

The rest of this chapter proceeds as follows. Section two outlines the existing literature on survey 
mode effects and how it relates to the public administration setting. A major gap in the literature on mode 
effects in surveys of public servants is the absence of an experimental comparison between the two modes. 
We address this gap through a field experiment with 6,037 public servants in 81 government institutions 
in Romania, in which we randomly assign each official to complete either a face-to-face or an online 
survey. The survey’s content replicates that found in typical government employee surveys, covering both 
employee attitudes and management practices. By studying survey responses across the two modes with 
a high degree of heterogeneity in response rates, we can disentangle survey mode effects at the point of 
response from nonresponse bias due to the lower take-up of online compared to face-to-face surveys. 
Given the frontier nature of this empirical evidence, sections three to five investigate the impacts of survey 
mode within this data set. Section six discusses the implications of our findings for the implementation of 
public servant surveys and further research.

LITERATURE REVIEW

The existing literature on survey mode effects in general finds that the survey mode has significant impacts 
on the robustness of survey estimates across three primary dimensions: response rates, survey breakoff, and 
survey responses.

Response Rates

Much of the existing research on survey modes has focused on the difference in response rates between 
modes. In general, online surveys have been found to have significantly lower response rates compared to 
all other survey modes, including face-to-face (Biemer et al. 2018; Lozar Manfreda et al. 2008; Shih and Fan 
2008). While not specific to public administration, a recent meta-analysis conducted by Daikeler, Bošnjak, 
and Lozar Manfreda (2020) summarizes the results of 114 experimental studies conducted among many 
different populations (students, the general public, businesses, and employees), on diverse topics (public 
opinion, technology, lifestyle, job, etc.), by various sponsors (academic, governmental, and commercial), 
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both with and without participation incentives, and with varying recruitment strategies, prenotification 
methods, and solicitation methods. They found that in aggregate, online surveys have response rates that are 
12 percentage points lower than all other survey modes.3

Those who do respond to online surveys tend to differ from respondents to other survey modes across 
several demographic characteristics, spurring concerns over the representativeness of online samples. For 
instance, several studies have found that online survey respondents tend to be younger and more educated 
than face-to-face survey respondents (Braekman et al. 2020; Couper et al. 2007; Duffy et al. 2005). A recent 
meta-analysis suggests that online surveys are associated with higher nonresponse biases than other survey 
modes (Cornesse and Bošnjak 2018). It is also worth noting that differences between respondents and non-
respondents are attributed more to the noncoverage of some population subgroups in the sample frame than 
to the nonresponse of people invited to participate in surveys (Couper et al. 2007). Online surveys of public 
servants are more likely to have a complete sample frame and, therefore, are less susceptible to nonresponse 
biases than online surveys of general populations.

Within public administration, there is a high level of heterogeneity in terms of response rates to exist-
ing large-scale, online public administration surveys in Organisation for Economic Co-operation and 
Development (OECD) countries. As shown in table 18.2 in chapter 18, while some large-scale public 
administration surveys, such as the survey administered in Colombia, enjoy response rates around 80 or 90 
percent, others, such as the Office of Personnel Management (OPM) Federal Employee Viewpoint Survey 
(FEVS) in the United States, have struggled to bring their response rates above 50 percent and have been 
experiencing a steady decline in overall response rates in the past five years.4 Public administration surveys 
in non-OECD countries exhibit similarly heterogeneous response rates, ranging from 11 percent in Brazil 
to 47 percent in Albania. Troublingly, despite these surveys’ importance in shaping public administration 
organizations’ priorities as they relate to hiring, employee engagement, and performance management, 
among other topics, the question of whether declining response rates to online surveys present a threat to the 
overall validity of inferences about public officials drawn from the data has not been extensively studied in 
the public administration literature.

While response rates for country surveys tend to remain relatively consistent at the national level 
over time, there is a high degree of variation in survey response rates at the organizational level. For 
example, in the 2019 FEVS, response rates within US government organizations ranged from 86 per-
cent to just 27 percent. While research on survey response rates in public administration is limited, the 
research that does exist posits several potential explanations for this variation at the organizational level. 
Some researchers have argued that low employee morale in certain agencies may contribute to declining 
response rates (de la Rocha 2015). Others, while not explicitly studying survey response, have found a 
positive relationship between voluntary behavior (such as taking a survey) and employee engagement 
levels (Rich, Lepine, and Crawford 2010), suggesting that organizations with higher levels of employee 
engagement may also experience higher response rates to employee surveys. Similarly, public employees 
with strong public service motivation or organizational commitment have been found to be more willing 
to perform extra-role tasks, including filling out surveys (Moynihan and Pandey 2010; Newell et al. 2010). 
Other researchers have identified links between response rates and individuals’ attitudes toward the sur-
vey’s sponsor institution. For instance, in a study of university students, Spitzmüller et al. (2006) find that 
survey nonrespondents are less likely to believe that their university values their contributions or cares 
about their well-being.

These differences between online respondents and nonrespondents to government surveys suggest 
that variation in response rates may significantly impact the degree to which online surveys provide 
unbiased estimates of public employees’ perceptions and behaviors. In addition, the proclivity of man-
agers and researchers to compare survey responses across organizations or other subgroups means that 
variation in response rates may lead to the comparison of differential subgroups of staff (Groves 2006). 
The self-selection issues in public administration surveys are less of a concern in the face-to-face mode 
because most surveys of this type record response rates close to 100 percent. For example, the Romanian 
face-to-face survey analyzed here collected responses from 3,316 out of 3,592 sampled individuals, 
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yielding a response rate of 92 percent. Similar surveys in different settings give comparably high response 
rates: for example, Guatemala (96 percent) and Ethiopia (94 percent). Assuming successful random 
sampling, the almost-perfect response rate minimizes any issues arising from differences between survey 
respondents and nonrespondents in the face-to-face mode.

Survey Breakoff

Beyond impacting survey estimates through differential response rates, the survey mode can also impact 
survey estimates through different rates of breakoff. Overall, online surveys are associated with significantly 
higher rates of survey breakoff because they are generally less able to maintain respondents’ interest and 
attention throughout the duration of the survey (Galesic 2006; Haan et al. 2017; Heerwegh and Loosveldt 
2008; Kaminska and Foulsham 2014; Krosnick and Presser 2010; Peytchev 2009; Steinbrecher, Roßmann, 
and Blumenstiel 2015). This threat of breakoff can be significant: meta-analyses of the issue have found 
online surveys experience breakoff rates between 16 and 34 percent (Lozar Manfreda and Vehovar 2002; 
Musch and Reips 2000).

The ability to maintain respondents’ interest throughout the survey varies depending on several survey 
design features, including the presence of long blocks of questions and the overall time it takes to complete 
the survey (Galesic 2006; Peytchev 2009; Steinbrecher, Roßmann, and Blumenstiel 2015). Many of the 
demographic characteristics associated with survey response are also associated with higher levels of survey 
breakoff, with younger, more educated respondents generally being more likely to exit an online survey 
before completing it (Peytchev 2009). We provide more information on this in chapter 22.

Within the public administration sector, the issue of survey breakoff has not been extensively studied, 
and statistics on survey breakoff in major public administration surveys, such as the FEVS, are generally not 
made publicly available. In the 2019 survey of the Australian Public Service, approximately 92.5 percent of 
respondents who began the survey completed it, for a breakoff rate of 7.5 percent (N. Borgelt, Australian 
Public Service Commission, pers. comm., June 24, 2020). Consistent with the survey research literature, 
breakoff was the highest among long blocks of matrix-style questions and questions involving a reasonably 
high cognitive load (such as a question asking respondents how many sick days they had taken over the 
last 12 months) (Peytchev 2009; Steinbrecher, Roßmann, and Blumenstiel 2015; Tourangeau, Conrad, and 
Couper 2013).

This evidence implies a similar concern as the above for valid inference. Comparisons of questions with 
higher and lower rates of breakoff may differ simply due to the subgroups that respond to them and are 
thus vulnerable to endogenous selection concerns. If the most self-motivated individuals are more likely to 
respond to motivation questions, then an analysis of these variables relative to management variables may 
incorrectly imply the relative importance of self-motivation over management. Once again, this issue is often 
minimized by a face-to-face survey interview. Such settings make the survey process more engaging to the 
respondent and add a possible social cost to ending the interview midstream, as this might be seen as “impo-
lite” to the enumerator (Peytchev 2006).

Survey Responses

Finally, a substantial portion of the existing survey research literature has focused on the degree to which 
survey modes may impact the magnitude of survey responses directly. In general, online survey respon-
dents tend to exhibit lower levels of motivation to answer survey questions and often pay less attention 
when answering questions compared to face-to-face respondents (Kaminska and Foulsham 2014; Krosnick 
1991). Several studies have found that online surveys are associated with higher rates of satisficing behaviors, 
including selecting “I don’t know” or “N/A” response options, providing less differentiation across groups of 
responses, and providing more neutral responses (for example, “Neither agree nor disagree” or “Neutral”) 
than face-to-face surveys (Duffy et al. 2005; Haan et al. 2017; Heerwegh and Loosveldt 2008). Online surveys 
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are also more likely to produce noncontingent responses (NCR), wherein there is a substantial difference 
between survey items that are expected to be highly correlated with each other (Heerwegh and Loosveldt 
2008; Krosnick and Presser 2010). These kinds of responses imply that respondents may have simply selected 
answers at random or read through survey items carelessly in order to quickly complete the survey (Anduiza 
and Galais 2017). Taken together, these satisficing behaviors can reduce the validity and reliability of online 
responses (Baumgartner and Steenkamp 2001; Podsakoff et al. 2003).

At the same time, however, the existing literature suggests that online surveys may be better at eliciting 
candid responses to sensitive questions. Because online surveys provide respondents with a higher level of 
anonymity than face-to-face surveys, online survey respondents tend to be more likely to respond truthfully 
to questions related to socially sensitive topics (Gnambs and Kaspar 2015; Kays, Gathercoal, and Buhrow 
2012; Tourangeau and Yan 2007). In the context of public administration, these findings suggest that online 
surveys may be particularly advantageous when measuring sensitive topics, such as ethics violations, turn-
over, or evaluations of organizational performance. However, the applicability of these findings to public 
administration has not been rigorously studied, and there is limited knowledge about the relevance of survey 
mode on the validity of data collected through these studies.

A SURVEY MODE EFFECTS EXPERIMENT

We address a number of these gaps in the existing literature on mode effects through a field experiment with 
6,037 public servants in 81 government institutions in Romania. We randomly assigned each target respon-
dent to complete either a face-to-face or an online survey covering several topics typical of public admin-
istration surveys: recruitment, performance appraisal, turnover, dismissal, salary, motivation, goal-setting, 
leadership, and ethics.5

How Does the Survey Mode Impact Response Rates?

Our face-to-face survey has high response rates across most government institutions, with an average of 
92.5 percent, while our online response rate—consistent with other online government employee surveys—
varies widely across government institutions and ranges from a maximum value of 100 percent (5 organiza-
tions) to a minimum of 0 percent (13 organizations). For the purposes of this analysis, we remove both face-
to-face and online observations from organizations who declined to participate in the online survey, as well 
as organizations with online response rates of less than 5 percent.6 After this removal, the sample comprises 
of 4,819 public servants in 50 government institutions. Figure 19.1 presents the remaining heterogeneity in 
organizational response rates, with an average response rate across organizations of 86.2 percent in the face-
to-face mode and 53.8 percent in the online mode.

We use heterogeneity in online response rates across organizations to disentangle survey mode effects at 
the point of response from nonresponse bias due to lower take-up of online surveys. By comparing questions 
in high online-response organizations with their face-to-face equivalents, we can abstract from selection 
bias. By comparing bias across the full sample, we can investigate the role of response rate in question 
differences.7

How Does the Survey Mode Affect the Distribution of Respondent Characteristics?

Table 19.1 shows the results of t-tests conducted between the online and face-to-face survey samples across 
several key demographic groups. Given that our face-to-face survey is a representative sample from staff lists 
and has a high average response rate, it can be seen as a reflection of the true distribution of characteristics of 
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public servants. Thus, differences between the two reflect a deviation of the online survey from a representa-
tive sample.

Consistent with the existing literature, we find many statistically significant (at the 1 percent level) devi-
ations from the population’s values in the sample of online survey respondents. Most noticeably, 31 percent 
of face-to-face survey respondents are male, compared to only 26 percent female.8 They are also relatively 

FIGURE 19.1 Online and Face-to-Face Survey Response Rates, by Organization
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TABLE 19.1 Balance in Demographic Characteristics between Surveys

Variable N
(1) Face-to-face 

sample mean [SE] N
(2) Online sample 

mean [SE]
T-test difference 

(2)−(1)

Age 2,137 45 .804
[0 .191]

2,682 45 .392
[0 .167]

−0 .412

Years worked in position 2,137 7 .423
[0 .136]

2,682 8 .029
[0 .132]

0 .607***

Years worked in organization 2,137 11 .565
[0 .174]

2,682 10 .828
[0 .149]

−0 .737***

Years worked in public 
administration

2,137 14 .719
[0 .175]

2,682 13 .893
[0 .154]

−0 .826***

Employee status (1 = Civil servant) 2,137 0 .873
[007]

2,682 0 .91
[0 .006]

0 .037***

Gender (1 = Male) 2,137 0 .31
[0 .01]

2,682 0 .26
[0 .008]

−0 .051***

Highest level of education attained: 
less than college (1 = Yes)

2,137 0 .033
[0 .004]

2,682 0 .04
[0 .004]

0 .006

Highest level of education attained:
undergraduate degree (1 = Yes)

2,137 0 .474 
[0 .011]

2,682 0 .433
[0 .01]

−0 .041***

Highest level of education attained: 
master’s degree (1 = Yes)

2,137 0 .453
[0 .011]

2,682 0 .481
[0 .01]

0 .028*

Highest level of education attained: 
PhD (1 = Yes)

2,137 0 .035
[0 .004]

2,682 0 .037
[0 .004]

0 .001

Source: Original table for this publication .
Note: The values displayed for t-tests are the differences in means between the two survey modes (face-to-face and online) .
Significance level: * = 5 percent, ** = 1 percent, *** = 0 .1 percent .
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less educated, with 47.4 percent having an undergraduate degree and 48.8 percent having a Master’s degree 
or PhD, whereas, for online respondents, these numbers stand at 43.3 percent and 51.8 percent, respectively.9 
Moreover, 87.3 percent of face-to-face respondents are civil servants (as opposed to contractors), compared 
to 91 percent of online respondents. We also find statistically significant differences in average tenure, but 
being below one year, these differences appear to be of limited magnitude.

Overall, our data reflect the frequent finding that face-to-face and online samples differ along a range 
of margins. As many of these variables, like gender, education, and contract status, can affect survey 
responses, table 19.1 provides an initial rationale to look deeper into the differences between modes in the 
Romania survey.

How Does the Survey Mode Affect Survey Breakoff and Item Nonresponse?

Our online survey also exhibits considerably higher levels of survey breakoff than the face-to-face survey. 
While the breakoff rate for the face-to-face survey is almost zero, the breakoff rate for the online survey 
is approximately 10 percent (see figure 19.2 below, as well as figure G.2 in appendix G for the breakoff 
pattern by mode). While many major civil service surveys do not generally publicize their levels of survey 
breakoff, the evidence that does exist suggests that the breakoff rate in our survey is, generally speaking, 
consistent with similar public administration surveys and lower than average for surveys in general. For 
example, in 2019, the Australian Public Service Employee Census had a breakoff rate of 7.5 percent in its 
online survey (N. Borgelt, Australian Public Service Commission, pers. comm., June 24, 2020). Overall, 
online surveys of the general population experience an average breakoff rate of 16–34 percent (Lozar 
Manfreda and Vehovar 2002; Musch and Reips 2000), which suggests that civil servants are more likely to 
complete a survey once started.

Interestingly, as shown in figure 19.2, the largest proportion (just under a quarter of the total) of 
survey breakoff in the online survey occurred on the first page, suggesting that encouraging individuals 
to start the survey is the biggest hurdle to obtaining a complete response.10 Survival analysis conducted 
on the profile of individuals who dropped out of the survey (using a Cox-Weibull hazard model) finds 
that demographic characteristics are poor predictors of breakoff. Only the age variable appears to have a 
relatively consistent impact on breakoff, with individual age, as well as average age at the organization as 
a whole, increasing the chances of respondents’ finishing the survey (for a full summary of findings, see 
appendix G, table G.2).

FIGURE 19.2 Online Survey Breakoff, by Page
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In addition to analyzing the individuals who dropped out of the survey, we also examine the profile of those 
who dropped out of the survey and returned to complete it later. Overall, 326 individuals dropped out of the 
online survey and returned to complete it later.11 The vast majority of these individuals (80 percent) returned 
to the survey within one day of exiting it. However, several individuals did not return to the survey for several 
weeks, suggesting that subsequent reminders to complete the survey may have spurred them to revisit it.12 
There are no notable demographic differences between these individuals and the broader survey sample.

Table 19A.3 also shows that even the individuals who do not exit the online survey altogether are less 
likely to provide responses. The online mode of delivery is associated with all types of item nonresponse, 
with individuals being more likely to say “I don’t know,” to refuse to respond, and to skip questions. 
Chapter 22 discusses in greater detail the issues and determinants of item nonresponse, so here we only note 
that apart from larger survey nonresponse, differential demographic characteristics, and higher breakoff 
rate, the rate at which respondents omit particular questions should also be on the radar of researchers using 
online surveys, as this value is significantly larger than in equivalent face-to-face surveys.

SURVEY MODE EFFECTS ON THE VALIDITY AND RELIABILITY OF DATA

As seen above, online surveys have lower response rates, attract a nonrepresentative sample of the survey 
population, and suffer from survey exit more frequently than face-to-face surveys. This suggests that the 
process of responding to an online survey differs from the process of responding to a face-to-face one. But 
the critical question is whether any of this matters for the measurement of outcomes that the surveys yield. 
Since we undertake a randomized controlled trial that exogenously separates individual respondents into 
in- person and online enumeration modes, we can compare the results reached by these two methods to 
investigate the validity and reliability of the corresponding data. These are clearly the two most important 
outcomes of any change in measurement approach.

As described above, assessing which survey is best able to reflect the underlying truth is complicated by 
the fact that the survey mode impacts responses directly as well as through sample selection. Since we are 
dealing with concepts such as management and motivation that are difficult to proxy with objective data 
in public administration settings, our focus is on investigating the scale and determinants of any difference 
in the quantities the two modes yield. We interpret significant changes in question outcomes as implying 
 vulnerability to measurement outcomes, thereby undermining the robustness of our estimates from any 
single approach.

Does the Survey Mode Make a Difference to Question Values?

In order to ascertain the degree to which the survey mode impacts survey estimates, we undertake an 
analysis with respect to the mean mode difference in survey question responses. We average the responses 
into three indexes: management, motivation, and ethics. In all three cases, higher index values indicate 
more-positive, or “desirable,” traits, like exemplary leadership, job satisfaction, and aversion to bribe- 
taking.13 The management index presents the average of a series of survey items related to managerial 
practices and performance management. The motivation index shows the average of survey items related 
to employees’ levels of motivation and engagement in their work. Finally, the ethics index aggregates the 
average of survey items related to employees’ perception of the prevalence of ethics violations in their 
 organization. These dimensions reflect three of the most commonly investigated areas of public sector life in 
public servant surveys (see figures 18.2 and 18.3 in chapter 18).

In all instances, we compare the survey mode effects by calculating the mean response from the online 
survey minus the mean response from the face-to-face survey. A negative mean difference thus implies 
that the face-to-face survey produces higher average estimates (that is, more-positive responses) than the 
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TABLE 19.2 Mean Modal Difference, by Level of Analysis

Mean Minimum Maximum p25 p50 p75

(1) National level

Management index −0 .239

Motivation index −0 .350

Ethics index −0 .208

(2) Organizational level

Management index −0 .331 −1 .925 0 .978 −0 .617 −0 .258 0 .081

Motivation index −0 .308 −1 .194 0 .831 −0 .660 −0 .348 −0 .039

Ethics index −0 .171 −1 .430 1 .099 −0 .401 −0 .134 0 .121

(3) Individual level

Management index −0 .242 −4 .600 3 .864 −1 .196 −0 .255 0 .692

Motivation index −0 .312 −8 .365 5 .611 −1 .247 −0 .312 0 .623

Ethics index −0 .196 −7 .879 7 .879 −0 .563 0 .000 0 .000

Source: Original table for this publication .
Note: Panel (1) shows the full-sample differences in the means of the indexes between the online and face-to-face survey modes 

 Panel (2) calculates these differences at the level of each organization and summarizes their values for mean level 

 and other key distribution statistics . Panel (3) shows the distribution of differences in index values 

between individuals matched on the following variables: organization, job tenure, organization tenure, public administration tenure, pay 
grade, employee status (civil servant vs . contractual staff), age, gender, and education level . Propensity score matching estimators impute 
the missing potential outcomes for each treated subject by using the average of the outcomes of similar subjects that receive the other 
treatment . Observations are matched using nearest-neighbor matching and the probability of treatment is calculated using a logit model . 
In the case of a tie, observations are matched with all ties with the corresponding difference averaged out .

online survey. For ease of interpretation and unless otherwise indicated, the differences are presented in 
terms of z-scores, so coefficients are in standard deviations.14 Table 19.2 presents the mean survey mode 
effects across statistics calculated at the national, organizational, and individual levels. These three levels 
are discussed in turn below.

Country-Level Quantities

At the national level (panel 1 of table 19.2), we calculate the mean difference across all civil servants as the 
average score of the index in the online sample minus the average score on the same index in the face-to-face 
sample. 

We see that the differences range from −0.208 for the ethics index, through −0.239 for the motivation 
index, to −0.350 for the management index. All of the average modal differences are negative, implying that 
the estimates produced by face-to-face surveys are, on average, higher and therefore point toward more- 
positive, or “desirable,” responses than those produced by online surveys.

The effect size of these differences on a 1–5 Likert scale is moving the average around 0.1 higher for the 
face-to-face sample than the online sample. Thus, the evidence from this experiment is that survey mode 
effects are small for most questions in data aggregated across all respondents. Reporting at this level seems 
relatively robust to the mode of data collection.

The average survey mode effects are an artifact of the survey mode effects associated with the particular 
questions composing a given index. Figure 19.3 presents survey mode effects by question item across all items 
included in the three indexes outlined above.15 The survey mode effects vary considerably among individual 
question items for each index. Some items within each of the indexes are more sensitive to survey mode effects 
than others (Braekman et al. 2020; Gnambs and Kaspar 2015; Ye, Fulton, and Tourangeau 2011).
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For instance, while the ethics index as a whole exhibits significant negative survey mode effects, at the 
item level, two items (“How frequently do employees in your institution observe unethical behavior among 
colleagues?” and “How frequently do employees in your institution report colleagues for not behaving 
ethically?”) appear highly sensitive to survey mode, with mean differences of −0.40 and −0.37 standard 
deviations, respectively. The three other items that compose the ethics index (“How frequently do employ-
ees accept gifts or money from companies?,” “How frequently do employees accept gifts or money from 
citizens?,” and “How frequently do employees pressure other employees not to speak out against unethical 
behavior?”) all have mean mode differences close to zero.16

At the national level, all of the mode effects exhibited in figure 19.3 are within relatively limited thresh-
olds. Even for topics such as ethics, we find limited average mode effects across the population.

Organization-Level Quantities

At the organizational level (panel 2 of table 19.2), we calculate the mean difference as the average difference 
in online and face-to-face scores across each organization. For example, an organization’s management index 
score as determined by the results of the face-to-face survey is subtracted from an organization’s manage-
ment index score as determined by the results of the online survey. These differences within organizations 
are then averaged to produce the mean difference in index scores. Other statistics relating to the distribution 
of scores across organizations are also shown.

The average coefficients at the organizational level are not unlike those at the national level (perhaps nat-
urally, since we are now simply producing a weighted correspondence of the national statistics). The change 
relative to the national level is the largest for the management index, where the mode difference increases by 
38 percent. Still, the overall magnitude and direction of mean mode differences point us to the same conclu-
sion of more-negative responses in the online mode.

FIGURE 19.3 Average Item Difference, by Survey Topic
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However, we also see a high degree of heterogeneity in mode effects across organizations, implying 
that organizational characteristics may mediate respondents’ experience of the survey and its mode 
of delivery. As shown in figure 19.4, organizations present highly varied responses to the mode of 
measurement. For instance, while the average mode difference across organizations for the manage-
ment index is 0.331 standard deviations, seven organizations display differences above one standard 
deviation between the survey modes on that index. Given that the difference between organizations 
scoring the lowest and the highest on the management index is just above two standard deviations, this 
value implies a considerable impact of the survey mode on respondents within some organizations. 
Comparably large differences for some organizations are also observed for other indexes. Figure 19.4 
further confirms that the survey mode effects differ across topics, as some organizations have largely 
different mode effects depending on the index chosen.17

Thus, in statistics produced at the organizational level, we start to see substantial effects of the mode 
of measurement, especially for a subportion of our sample. Ordinary least squares (OLS) regressions 
examining the relationship between the aggregate mean difference and organizational characteristics, 
such as organization size, gender composition, and average age, provide little evidence of the deter-
minants of mode effects. This suggests that it is organizational characteristics typically unobservable 
in a public officials survey that are driving survey mode effects (for a full summary of results, see 
 appendix G, table G.4).

Building on the discussion in chapter 20, these heterogeneous mode effects at the organizational 
level are of particular concern to policy makers if they intend to present survey results as organiza-
tional rankings. Specifically, we find that the rank of a public sector organization (that is, its place on 
a list of organizations sorted in descending order of the value of a given index) as determined by the 
online survey correlates only poorly with its rank as determined by the face-to-face survey, across all 
three indexes.18 Figure 19.5 plots organizations’ ranks according to the face-to-face (x axis) and online 

FIGURE 19.4 Average Modal Difference, by Organization
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(y axis) surveys for the three indexes we focus on.19 The low rank correlation between the two modes of 
measurement implies that such rankings are highly sensitive to measurement effects. The correlation 
coefficient is highest for the motivation index (coef. = 0.494, p-value = 0.00), followed by the ethics 
index (coef. = 0.270, p = 0.060) and the management index (coef. = 0.264, p = 0.063).

Looking at the quintile distribution of organizations across modes is even more suggestive. Out of 
50 organizations included in the sample, two-thirds or more are in a different quintile when comparing 
face-to-face and online rankings. For the management index, 37 organizations change quintile, depending 
on which mode we use to rank the organizations. For the motivation index, this value is 33, and for the ethics 
index, it is 38 organizations.

All this suggests that benchmarking public sector organizations using employee survey results—a 
practice currently undertaken by several major public administration surveys—can be highly dependent 
on methodological choices like survey mode. These are rarely explicitly discussed in this context yet largely 
shape these rankings. Changes in the relative ranking of organizations may very likely be due to measure-
ment rather than real changes in the underlying variables. As hinted at by the analyses above, this may be a 
concern not only regarding an organization’s specific place in a ranking but also its broader position in the 
overall distribution of scores.

FIGURE 19.5 Organization Rankings, by Index and Mode
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Individual-Level Quantities

Showing the summary statistics at the individual level, as in panel 3 of table 19.2, requires matching the 
respondents on their observable characteristics. We use PSM to address the concern of selection bias 
in who chooses to respond to online surveys (Tourangeau, Conrad, and Couper 2013). PSM employs a 
logit model to evaluate respondents’ likelihood of being in the treatment group—that is, in the online 
survey mode. PSM is based on the assumption that individuals with comparable observable demographic 
characteristics (see the note to table 19.2) should, on average, provide comparable answers. If the only 
meaningful difference left between matched individuals is their treatment status, then any differences in 
the outcomes of interest should be attributable to it. In using a PSM approach to compare survey modes, 
we follow earlier examples in the literature that similarly use PSM to adjust for self-selection into an 
online survey mode (Lee 2006; Lugtig et al. 2011). Moreover, as demonstrated in table 19.1, our experi-
ment shows moderate signs of imbalance on key demographic items. Therefore, PSM can be seen as an 
additional robustness check, which ensures that these demographic imbalances between treatment arms 
do not taint our results.

The values shown in panel 3 of table 19.2 are calculated by taking each treated (online mode) indi-
vidual and his or her index score and subtracting from it the corresponding index scores of the matched 
respondent(s) from the face-to-face mode. The resulting mean modal differences are comparable to their 
equivalents at the national and organizational levels. However, the wide distribution of survey mode 
effects across individuals is now clear. The minimum and maximum modal effects range between −8 and 
8 standard deviations, implying that some individuals might be particularly sensitive to the nature of 
measurement.20

Figure 19.6 displays the full distribution of survey mode effects. These are conditional on the matching 
process we undertook to generate paired observations, though our estimates are robust to including different 
sets of matching variables. A large fraction (12–15 percent) of paired individuals have a mode effect of at 
least two standard deviations for the management and motivation indexes.

Corresponding to the finding that particular organizations are more sensitive to survey mode 
effects, it would seem that the distribution of sensitivity across groups of individuals is also important in 

FIGURE 19.6 Distribution of Survey Mode Differences across Matched Individuals
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understanding the wider nature of survey mode effects in survey design. We can explore how certain groups 
of public servants exhibit larger mode effects for certain topics. For instance, figure 19.7 shows survey mode 
effect differences separately for managers and nonmanagers for all individual questions included in each 
of our indexes (similar to figure 19.3 above). We might expect to see differences in sensitivity to the mode 
of survey enumeration between those two groups for multiple reasons. In a face-to-face interview with a 
human enumerator, managers might feel larger social pressure to keep up the good image of their work 
unit and therefore provide more-positive answers. Nonmanagers might feel less secure in their position, be 
warier of potential repercussions for answering truthfully, and, therefore, provide less-negative answers in 
a face-to-face setting, which is perceived as providing less anonymity. As the figure shows, the mean mode 
effects indeed vary between managers and nonmanagers by as much as 0.5 standard deviations. The differ-
ential sensitivity of these two groups to survey mode is particularly visible for some questions composing the 
ethics index, with the skew toward more-positive answers in the face-to-face mode being noticeably more 
pronounced for managers than for nonmanagers.

In a similar vein, we can analyze sensitivity to survey mode effects in other demographic groups. The 
OLS models in table 19.3 examine the relationship between the aggregate values of the three indexes, survey 
mode, and key individual characteristics, such as age, education level, gender, and tenure. They provide 
further evidence of the role of the survey mode for outcome measurement, which does not disappear after 
controlling for other respondent characteristics. For all three indexes, the dummy for the online mode is 
negative and statistically significant at 1 percent. These coefficients are also very similar in size to the coeffi-
cients in table 19.2, and they indicate that online respondents provide responses that are between 0.22 and 
0.34 standard deviations more negative than face-to-face respondents.

The role of demographic controls is less consistent. Age and tenure stand out as highly significant for 
both the management and motivation indexes—with older respondents and those with fewer years of on-the-
job experience providing more-positive answers. Table 19.3 and the further robustness checks discussed 
below suggest that there is little we can conclude about the independent role of measured demographic 
variables on our survey indexes. Across cultures, surveys, and agencies, the specific impacts of individual 

FIGURE 19.7 Average Item Difference, by Managerial Status
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TABLE 19.3 Ordinary Least Squares Results: Individual Characteristics and Mean 
Survey Differences

Dependent variable

Management index 
(1)

Motivation index 
(2)

Ethics index
(3)

Survey mode: Online −0 .244***
(0 .029)

−0 .341***
(0 .029)

−0 .222***
(0 .032)

Age 0 .009***
(0 .002)

0 .011***
(0 .002)

0 .002
(0 .002)

Gender: Male −0 .013
(0 .032)

−0 .111***
(0 .032)

−0 .068*
(0 .035)

Education: Undergraduate 0 .053
(0 .073)

−0 .097
(0 .074)

−0 .078
(0 .083)

Education: Master’s 0 .045
(0 .074)

−0 .067
(0 .075)

−0 .172**
(0 .084)

Education: PhD −0 .112
(0 .102)

−0 .006
(0 .103)

−0 .123
(0 .116)

Status: Civil servant −0 .109*
(0 .062)

−0 .004
(0 .062)

0 .053
(0 .067)

Pay grade −0 .020***
(0 .006)

−0 .006
(0 .006)

−0 .015**
(0 .007)

Managerial status: Manager −0 .470***
(0 .049)

0 .092*
(0 .049)

−0 .052
(0 .053)

Tenure −0 .011***
(0 .003)

−0 .008***
(0 .003)

−0 .001
(0 .003)

Organizational tenure 0 .009***
(0 .003)

0 .004
(0 .003)

−0 .006*
(0 .003)

Public administration tenure −0 .002
(0 .003)

−0 .003
(0 .003)

−0 .001
(0 .003)

Constant −0 .028
(0 .144)

−0 .123
(0 .144)

0 .298*
(0 .158)

Observations 4,787 4,734 3,991

R2 0 .040 0 .043 0 .019

Adjusted R2 0 .038 0 .040 0 .016

Source: Original table for this publication .
Note: *p < 0 .1; **p < 0 .05; ***p < 0 .01 .

characteristics on the size of mode effects will vary. This analysis has showcased a potential route for survey 
analysts to investigate these issues in their own data.

Our results suggest that the high degree of uncertainty around the impact of survey modes on the 
responses of different organizations and employee groups is an open area for research—both as an academic 
concern and for the improvement of specific public service surveys. Identifying those individuals sensi-
tive to measurement will require experimentation in the modes to which specific individuals are subject. 
Identifying those characteristics of public servants that predict sensitivity will make the validity of infer-
ences about differences between individual public servants across key organizational measures significantly 
more robust.
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THE IMPACT OF COMMON CORRECTIONS

Given the near-universal use of online surveys and the concerns that have motivated this chapter, many 
public servant surveys expend significant resources increasing response rates and analytical effort weighting 
their responses to correct for sample selection. Our experiment allows us to better understand the impacts of 
these efforts and their effects on the robustness of the quantities produced by analysis.

How Does the Response Rate Mediate Survey Mode Effects?

A substantial criticism of online surveys—of all types—is that they achieve generally low and varying 
response rates across organizations relative to face-to-face surveys. Low response rates are typically inter-
preted as making surveys vulnerable to systematic differences in the sample of individuals who respond and 
their associated responses to questions. We have seen from the Romania experiment analyzed in this chapter 
that online surveys do have a lower response rate overall, that it varies more dramatically than the face-to-
face survey response rate across organizations, and that respondents differ from a representative sample. 
However, the question remains whether this leads to differential inference.

As shown in figure 19.8, survey mode effects do not appear to be significantly correlated with survey 
response rates. In other words, mean modal differences at the organizational level do not differ systemati-
cally between organizations with low response rates to online surveys and organizations with high response 
rates to online surveys (relative to face-to-face surveys with consistently high response rates). Whether 
response rates are particularly high or low does not seem to explain the variation we see in the robustness 
of online surveys to replicating the responses generated by face-to-face surveys. This suggests that aggregate 
responses to online surveys may be compared across organizations even when response rates between these 
organizations vary widely, as was the case in our survey.

These results also imply that survey mode effects are driven by selection into response and by respon-
dents’ interaction with the survey mode rather than simply differing response rates. Given that even high 
online response rates still exhibit large mode effects, it must be some combination of these effects that drives 
the wider results of this paper rather than selection alone. Thus, we cannot ultimately conclude that either 
mode is more accurate, but we note that respondents do seem to respond differently to different approaches 
to enumeration under certain conditions.

What Is the Impact of Corrections Using Survey Weights?

Many public servant surveys use weighting schemes to upweight the responses of types of officials under-
represented in the survey. To reflect these efforts, we estimate the mean modal difference, using a range of 
econometric weighting approaches to understand whether they impact the robustness of the corresponding 
estimates.

We recalculate the unweighted mean differences shown in table 19.4 using a sample weighted by a raking 
weight based on gender, age, and an inverse online survey response rate to adjust for differences between 
survey respondents and nonrespondents along these dimensions (Tourangeau, Conrad, and Couper 2013).21 
Finally, we calculate the mean modal difference using inverse probability weighting (IPW), which increases 
the weight of an official exactly inverse to its survey response rate. In doing so, we give responses from orga-
nizations with low response rates a larger weight.

As shown in table 19.4, the modal differences are relatively robust across the unweighted survey sam-
ple, a sample that is weighted using the raking method, and a sample that is weighted by the inverse of the 
organizational survey response rate. Figure 19.9 summarizes the average modal difference across all survey 
items at the aggregate level across three samples: one that is unweighted, one that is weighted using the rak-
ing method, and one that is weighted using IPW. The presence of mode effects is largely unchanged by either 
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FIGURE 19.8 Difference in Scores, by Response Rate
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weighting method. Reweighting does little to improve the robustness of the estimates and, in several cases, 
actually increases the magnitude of the mode effects we observe.

This suggests that the application of weights, a statistical process undertaken by many major public 
administration surveys, including the FEVS, may not be effective in mitigating the biases introduced by 
their specific measurement approaches (for a full summary of the weighting methods undertaken by major 
public administration surveys, see chapter 18). These results are consistent with our preceding findings that 
the response rate and observable characteristics of individual public servants are not key determinants of the 
survey mode effects we find.

DISCUSSION

Given the challenges of measuring critical aspects of public service life outside of surveys of public servants, 
survey design features will continue to be a critical input into our understanding of the state. Perhaps the 
most significant decision for a survey enumerator interviewing public officials is whether the survey should 
be administered in person or online. This chapter has reviewed the limited existing information on this ques-
tion for the public service and presented a novel experiment that sheds light on various aspects of the choice.
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This chapter has provided a framework for 
survey analysts to conceptualize testing survey 
mode effects in their own surveys, as well as 
benchmark evidence with which to compare 
their results. Experimental analysis, as in this 
chapter, provides a rigorous platform for better 
understanding the nature of the measurement 
of the state.

We undertake a field experiment with 
6,037 public servants in 81 government insti-
tutions in Romania, in which we randomly 
assign each official to complete either a face-to-
face or online survey. In line with predictions 
of the literature (Heerwegh and Loosveldt 
2008; Krosnick and Presser 2010), the online 
survey exhibits significantly higher levels of 
survey nonresponse, breakoff, and item non-
response than the corresponding face-to-face 
survey. This does change the sample of respon-
dents answering each survey question, pushing 
the online survey away from a “representative” 
set of officials. Insofar as missing values impact 
the overall quality and usability of survey data 
collected, we can thus conclude that face-to-
face survey modes provide higher-quality sur-
vey data with fewer missing or nonmeaningful 
responses. Government-run public servant 
surveys are almost universally online.

To what extent do we find evidence that the above quality concerns are leading to deviations in results 
from corresponding face-to-face surveys? The evidence from the experiment we analyze indicates that 

TABLE 19.4 Mean Modal Differences at the 
National Level, by Weighting Approach

(1) Unweighted

Management index −0 .239

Motivation index −0 .350

Ethics index −0 .208

(2) Weighted (raking)

Management index −0 .171

Motivation index −0 .263

Ethics index −0 .278

(3) Weighted (IPW)

Management index −0 .331

Motivation index −0 .440

Ethics index −0 .248

Source: Original table for this publication .
Note: All values reflect the mean difference in the average index values 
between online and face-to-face samples  . Panel 1 shows 
unweighted means . Panel 2 shows the values for the sample weighted 
using the raking method, wherein weights are iteratively adjusted based 
on demographic characteristics for which the population distribution is 
known (in this case, age, gender, and the proportion of civil servants by 
employment status) until the weighted sample distribution aligns with the 
population distribution for those variables . Panel 3 weights the sample 
by inverse values of the organization-level response rate . IPW = inverse 
probability weights .

FIGURE 19.9 Average Item Difference, by Sample
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the online treatment group provides more-negative evaluations across the topics of management, motiva-
tion, and ethics than the face-to-face group. This pattern also holds for the majority of individual survey 
questions, not only aggregate indexes. Though such a finding is consistent with the online mode’s limiting 
social-desirability bias, the smallest mode effects are for the ethics index, where this bias should be the 
most pronounced.

Similar conclusions apply at the level of organizations and individuals. The majority of organizations 
record lower mean responses in surveys enumerated online. The magnitude of the difference at the national 
level is small, moving indexes 0.1 on a 1–5 scale. However, the difference for some organizations is above 
one standard deviation and is substantial enough to make rankings of organizations’ scores very poorly 
correlated across the two survey modes. At the individual level, the magnitude of survey mode effects can be 
very large. Overall, we cannot make definitive statements about which survey mode is superior, but we note 
that measurement significantly mediates results at the organizational and individual levels. The burden of 
proof thus lies with survey analysts to show that results at these levels of aggregation are legitimate.

Based on a PSM analysis, we find that a number of public administrators are particularly sensitive to the 
survey enumeration approach. We present mode effects of considerable magnitude across matched individ-
uals. These are not well predicted by standard observable characteristics, nor are they affected by common 
weighting schemes, suggesting that the survey mode is the factor responsible for the difference. Our findings 
hold with remarkable consistency for all three indexes. Interestingly, the mode effect is present across the 
whole distribution of response rates, implying that there is a limited correlation between the decision to 
participate and the deviation of the online survey results from a representative face-to-face survey.

These results suggest that the survey mode effects in public administration are substantial and, for some 
common survey conclusions to be valid, cannot be ignored. Though aggregates (say, at the national level) 
are least affected, the ranking of organizations, for example, can be substantially influenced by such effects. 
Therefore, this chapter proposes embedding an investigation of these issues into survey design generally. As 
particular national and service cultures mediate where mode effects are largest, corresponding survey ana-
lysts can refine their approach as each setting demands. For example, we find that certain groups of respon-
dents and questions—like managers and ethical questions in our experiment—produce noticeably divergent 
results depending on the survey mode. Identifying the particular groups, questions, and circumstances that 
make the survey mode a more salient issue, as well as the mechanisms at work in those cases, will contribute 
to improving the way we measure public administration.

NOTES

 We gratefully acknowledge funding from the World Bank’s i2i initiative, Equitable Growth, Finance, and Institutions 
Chief Economist’s Office, and Governance Global Practice. We are grateful to Kerenssa Kay, Maria Ruth Jones, and Ravi 
Somani for helpful comments. We would like to thank Lior Kohanan, Robert Lipinski, Miguel Mangunpratomo, and Sean 
Tu for excellent research assistance; Kerenssa Kay and Anita Sobjak for guidance and advice; and seminar participants at 
the World Bank for their comments. Computational reproducibility was verified by DIME Analytics.

1. Though most online surveys follow a relatively standard form, there is potential to make online surveys more engaging 
for the respondent. For example, the gamification of surveys or the inclusion of short clips and other multimedia exten-
sions may enable surveys to more effectively capture respondents’ attention. These have generally not been taken up or 
experimented with in any setting, including in public administration. One notable exception is Haan et al. (2017), who 
examine whether adding a video of enumerators reading online survey questions increases engagement. The study finds 
a null effect and concludes that the interactive component of face-to-face surveys goes beyond a video recording of the 
enumerators.

2. To date, the existing literature has focused on the advantages and disadvantages of online versus face-to-face surveys in 
the general population (Couper et al. 2007; Daikeler, Bošnjak, and Lozar Manfreda 2020; Groves and Peytcheva 2008; 
Heerwegh and Loosveldt 2008; Krosnick and Presser 2010; Peytchev 2009). No studies, to our knowledge, focus on this 
debate in the context of public administration.

3. The value was calculated as a mean difference between the ratio of the number of respondents relative to the number of 
invited and eligible respondents in the web mode and the equivalent ratio for the other survey mode.
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 4. These large country differences and declining response rates are not unlike those observed in general public opinion 
surveys. For example, Beullens et al. (2018) find that response rates to the European Social Survey range from well below 
50 percent in countries like the United Kingdom and Germany to above 70 percent in Cyprus, Bulgaria, and Israel, all while 
a  double-digit decline in response rates is observable in many settings.

 5. Implementation of the face-to-face surveys was successful, with 99 percent of face-to-face surveys rated as having gone well 
or very well.

 6. Our concern is that in these institutions, the relevant survey links were not adequately distributed to targeted staff. To test 
the robustness of this decision to our results, we also use different cutoff points for online survey response rates of 3 percent 
and 7 percent, and our results are qualitatively the same.

 7. A remaining concern is that an organization’s response rate by mode may be high for distinct reasons, and these reasons 
may be correlated with the variables on which we collect data. However, given the low nonresponse rates in our matched 
sample, there is limited scope for endogenous selection to impact our estimates (Oster 2019).

 8. This is contrary to some findings in the literature that online survey respondents tend to be male (Duffy et al. 2005). This 
difference may be due in part to the composition of the Romanian civil service, which is predominantly female across most 
organizations.

 9. This difference is comparable in magnitude to other surveys in the literature, which find an average difference in education-
al attainment of approximately 6 percentage points (Braekman et al. 2020).

10. We also see a substantial number of individuals exiting where the demographic question block begins.
11. An additional 89 revisited the survey after previously completing it. These individuals are excluded from this analysis, as it 

is assumed that their returning to a survey they had already taken was inadvertent.
12. Though evidence on the impact of reminders in public servant surveys is scarce, data from the 2014 FEVS shows that the 

number of responses is at its peak in the first week of the survey, drops dramatically in subsequent weeks, and plateaus be-
tween weeks three and six (with a slight jump in the final week). This echoes our own experience and underlies the critical 
importance of the survey launch.

13. The full list of questions composing each index can be found in table G.8 in appendix G.
14. The z-scores are calculated over the full sample of individuals used for analysis. 
15. For the list of questions and their phrasing, see table G.8 in appendix G.
16. In chapter 22, we specifically focus on how the complexity and sensitivity of each question influence response patterns. For 

that purpose, we develop a coding framework that assesses each question in the Romania questionnaire (among others) 
along various margins of complexity and sensitivity, like syntax, context familiarity, privacy, and the threat of disclosure.

17. More formal tests of the difference between mode effects at the organizational level are discussed in appendix G.
18. The correlation can be expected to be even lower for individual questions, which tend to exhibit greater variation.
19. As a reminder that these graphs are not an artifact of response bias arising from extreme response rates, note again that we 

restrict the sample of comparison here to only those organizations with an online response rate of at least 5 percent.
20. To assess the validity of our matched estimates, in table G.5 (see appendix G), we also present results obtained if PSM 

controls for a different set of demographic characteristics and also for organizational fixed effects only. We find that the 
estimates of mean differences are qualitatively similar across various PSM approaches.

21. Iterative proportional fitting, or raking, is among the most commonly used methods for weighting survey results. The 
method involves choosing a set of demographic variables where the population value is known and iteratively adjusting the 
weight for each case until the sample distribution aligns with the population distribution for those variables (Mercer, Lau, 
and Kennedy 2018).
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SUMMARY

Determining the sample size of a public administration survey often entails a trade-off between the 
benefits of increasing the precision of survey estimates and the high costs of surveying a larger number 
of civil servants . Survey administrators ultimately have to decide on the sample size based on the types 
of inference they want the survey to yield . This chapter aims to quantify the sample sizes necessary to 
make a range of inferences that are commonly drawn from public administration surveys . It does so by 
employing Monte Carlo simulations and past survey results from Chile, Liberia, Romania, and the United 
States . The analyses show that civil service–wide estimates can be reliably derived using sample sizes 
considerably smaller than the ones currently used by these surveys . By contrast, comparison across 
demographic groups—gender and managerial status—and ranking individual public administration 
organizations both require large sample sizes, often substantially larger than those available to survey 
administrators . These results suggest that not all types of inference and comparison can be drawn 
from surveys of civil servants, which, instead, may need to be complemented by other research tools, 
like interviews or anthropological research . This chapter is also linked to an online toolkit that allows 
practitioners to estimate the optimal sample size for a survey given the types of inference expected to 
be drawn from it . Together, the chapter and the toolkit allow practitioners involved in survey design for 
the civil service to understand the trade-offs involved in sampling and what types of comparison can be 
reliably drawn from the data .

Robert Lipinski is a consultant and Daniel Rogger is a senior economist in the World Bank’s Development Impact Evaluation (DIME) 
Department. Christian Schuster is a professor at University College London. Annabelle Wittels is an independent researcher.

CHAPTER 20

Determining Sample Sizes
How Many Public Officials Should Be 
Surveyed?

Robert Lipinski, Daniel Rogger, Christian Schuster, 
and Annabelle Wittels

ANALYTICS IN PRACTICE

 ● Sample size is one of the key factors affecting survey quality. An accurately selected sample of  adequate 
size is indispensable to making survey results reliable and actionable. Choosing the number of respon-
dents is, therefore, a crucial decision faced by any survey designer. This chapter details what factors 
should be considered to make an optimal choice in the context of sampling for civil servant surveys.
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 ● Efficient survey sampling strategies need to balance the precision of estimates against the costs of 
expanding the sample size. Sampling more people tends to improve the accuracy of survey results and 
the number of comparisons that can be reliably drawn from the responses. However, for logistical and 
financial reasons, it is not always possible to survey everyone. Thus, the benefits of increasing the sample 
size and the costs of running a survey need to be balanced against each other.

 ● The required survey sample size crucially depends on the types of comparison a researcher plans to make 
based on the data. Obtaining precise civil service–wide aggregates requires a considerably smaller sample 
than drawing comparisons between demographic groups of civil servants or institutions within public 
administration. Survey designers have to decide in advance what inferences they need to draw from their 
surveys and adjust the sample size accordingly.

 ● Civil servant surveys often oversample for the purpose of determining civil service–wide aggregate 
measures. On the basis of past civil servant surveys, we conclude that most common civil servant survey 
measures, like job satisfaction, work motivation, and merit-based recruitment, could be accurately esti-
mated at the level of the civil service as a whole by surveying 50–70 percent of the current sample.

 ● Comparisons of survey responses between different demographic groups (such as male vs. female 
or manager vs. nonmanager) require sample sizes equivalent to or larger than those currently used. 
Decreasing current sample sizes would likely lead to incorrect comparisons between demographic 
groups—due to nonrepresentative samples—or prevent them altogether—due to insufficient responses 
from each group of interest to enable comparison. Although this topic is not covered here, the present 
analysis indicates that comparisons between more than two demographic groups, like civil servants 
of different education levels or ethnic backgrounds, would require sample sizes larger than the ones 
 currently prevalent.

 ● Precise ranking of institutions within the civil service according to survey measures, like job  satisfaction 
or motivation, requires larger sample sizes than currently prevalent. Given the standard sample sizes and 
the variation in estimates, survey questions are unlikely to determine an exact ranking of institutions 
within public administration. Institutions might not be sufficiently large for such comparisons, or sam-
ples of respondents drawn from them would need to become considerably larger than is currently the 
case. Rather than an exact ranking position, the quintile position of an institution (for example, if it is in 
the top 20 percent of institutions on a given measure) can be more reliably determined.

INTRODUCTION

The usefulness of surveys as a research tool is determined by multiple factors, but one of the most crucial is 
sample size. The number of people who provide responses to a survey determines the confidence one can 
have in its results and the types of inference and comparison one can draw from it. In general, the more 
people are surveyed, the more reliable and actionable the results of a survey. To take the simplest example, a 
survey of 1,000 people in, say, a ministry of education is more likely to yield the true value of the quantity of 
interest, like the level of job satisfaction, than a survey of 10 people. It would also be more likely to allow for 
the comparison of job satisfaction levels between men and women, managers and nonmanagers, or different 
departments within the ministry.

However, surveying as many people as possible is not always a useful guideline for survey design-
ers, especially in the context of public administration surveys. For one, many surveys in this context are 
administered face-to-face. This may be due to technical reasons (for example, low access to the internet) or 
methodological considerations (for example, face-to-face surveys tend to decrease item nonresponse; see 
chapter 19). Moreover, each additional person surveyed, regardless of the mode of survey delivery, increases 
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the direct and indirect costs associated with running a survey. The direct costs of survey administration are 
particularly pronounced in face-to-face surveys, in which travel time and enumerator staff costs increase for 
each extra person surveyed. Even in online surveys—in which survey administration costs are often fixed—
indirect survey costs can be significant. For instance, completing surveys takes time. Each minute taken away 
from the workday of a public sector employee incurs a cost to the public purse. Half an hour of the time of 
the average public sector employee in the United States costs the taxpayer US$19.81.1 If the number of US 
civil servants surveyed in the annual Office of Personnel Management (OPM) Federal Employee Viewpoint 
Survey (FEVS) were reduced by 10 percent, the opportunity cost of the survey would be reduced by US$3 
million. These costs cannot be eliminated, but they can be reduced by limiting survey time, which might 
limit the scope of inferences drawn from the survey, and—the focus of this chapter—by optimizing the num-
ber of people surveyed.

The goal of a public sector survey should be to sample efficiently in order to save resources on one survey 
and free up resources for other work tasks or for more frequent, targeted surveying, which can improve the 
quality and breadth of data available for decision-making. For instance, the United Kingdom’s Office for 
National Statistics (ONS) publishes “experimental statistics.”2 The ONS collects data on the UK labor market 
every three months but provides model estimates for single months and weeks. Their accuracy is repeatedly 
assessed to establish whether surveying on a three-month basis provides statistics that are accurate enough 
to make decisions about the performance of the labor market in a single month, or even in a single week. 
More frequent surveying of civil servants could be supported by creating surveys that sample a smaller pool 
of people and are thus quicker and less costly to administer. Slashing sample sizes, however, entails consider-
able risk: if sample sizes are too small, the error bounds around estimates become too large to reliably assess 
progress on key performance targets or to compare different groups of civil servants or individual organiza-
tions within public administration.

What, then, are the appropriate sample sizes for civil service surveys? And are existing approaches to 
civil service survey sampling efficient? To assess these conundrums, this chapter conducts Monte Carlo 
simulations with civil service survey data from Chile, Liberia, Romania, and the United States. Our results 
suggest that appropriate sample sizes depend on the inferences governments wish to make from the data. To 
estimate averages for countries or large organizations within public administration, sample sizes could often 
be reduced. This holds all the more for survey measures—such as measures of work motivation or job satis-
faction—that vary only to a limited extent (cf. chapter 21). Where detailed comparisons among public sector 
organizations—ranking the organizations by the mean values of survey question responses—or groups of 
public servants—for example, by gender or managerial status—are sought, sample sizes are typically too 
small. This holds in particular for those survey measures with limited variation and high skew, such as work 
motivation, which require high levels of precision to enable comparisons that detect statistically significant 
differences between groups of public servants or organizations within public administration. Our chapter 
thus concludes that a detailed elaboration of the desired uses of the survey results should precede the deter-
mination of sample sizes. It also offers an online sampling toolkit for survey designers to estimate appropri-
ate sample sizes depending on the intended uses of the survey data.3

SAMPLING BEST PRACTICES AND THE CIVIL SERVICE SURVEY CONTEXT

Several governments regularly survey their employees, yet approaches to sampling vary. For instance, in 
Australia and the United Kingdom, all public sector employees are invited to take the survey (a census 
approach), whereas other countries employ a mix of random, ad hoc sampling, and census approaches.4 
For example, the FEVS uses stratified random sampling approaches in most years but conducts a census 
every few years (2012, 2018, and 2019) to update the sampling frames. Canada’s Public Service Employee 
Survey recruits public sector organizations to reach out to their staff to complete the survey and also makes 
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the survey available online for anyone who decides they fit the eligibility criteria. In Colombia, the annual 
national public employee survey (the Survey of the Institutional Environment and Performance in the Public 
Sector) uses a mixed approach: for larger organizations, a stratified sampling approach is used, while for 
smaller organizations, a census is taken. This is similar to the approach that the United States uses during 
noncensus years. Countries that have run surveys for several years have the advantage of looking back at 
historical data to assess what future sample sizes would be adequate, given the distributions and variations 
of the indicators they use. However, in many countries, surveys are not yet routinized and survey questions 
or approaches have changed, so there is a dearth of data to make informed decisions. This chapter addresses 
this problem by illustrating how countries can determine what sample size is adequate for their needs.

Determining adequate sample sizes ideally requires information on the following factors:

 ● The size and proportion of the units of comparison. The ideal approach to sampling entails drawing up 
so-called sampling frames, which list all relevant persons to be surveyed. In countries that lack routin-
ized surveys of the public sector, a common obstacle to efficient sampling for public sector surveys is that 
complete and up-to-date records of public sector staff are not centralized, not fully digitized, or generally 
contain gaps (Bertelli et al. 2020). The creation and maintenance of complete sampling frames is a first 
step toward improving the efficiency of sampling.

 ● The types of comparison—between countries, organizations, subunits, key personnel groups, 
previous years, or industry benchmarks. It is also important to consider what types of comparison 
governments want to make using survey results. In most cases, public sector organizations desire to 
provide feedback to the managers of organizational subunits. In these cases, sampling should be strati-
fied at the subunit level to increase the chances of an adequate sample size at the subunit level. However, 
this is often not possible because staff lists at the subunit level are incomplete or not centralized. In such 
a case, a minimum number of observations per subunit should be used as a target. Another consider-
ation is whether sampling approaches are adequate for the types of comparison that governments desire 
to make. For example, are organizations to be benchmarked against industry (public sector) averages? 
Should their performance be compared with the previous year? Are comparisons required between key 
employee groups, such as managers and nonmanagers? It might be the case that some comparisons are 
not possible in certain contexts. For example, if all subunits are composed of only a few civil servants, 
ranking them by average survey responses might not be possible even if all of them were surveyed. 
Therefore, the desired comparisons should account for all the external limitations present.

 ● The distributions of key variables (for example, mean and variance). Which sample sizes allow 
comparisons to be meaningful depends on the distribution of these indicators (and also, but to a lesser 
extent, the number of comparisons that are planned). If distributions are narrow (for example, for mea-
sures such as motivation; see chapter 21), then fewer respondents are needed to arrive at the true value 
of aggregate-level statistics, like the mean or median. However, such distributions make it difficult to 
discern differences between different groups or units within public administration.

 ● The desired degree of precision for the estimates. Pinpointing the exact value of the quantity of inter-
est is almost never possible when sampling from a larger population. However, the sampling strategy 
depends on how wide of uncertainty survey designers are willing to tolerate. If the representativeness 
of the sample is maintained, having more respondents tends to mean a more precise estimate. However, 
survey designers have to decide what degree of precision is acceptable. For example, if a mean estimate 
within ±0.1 points of the true value on a 1–5 Likert scale is sufficient, then it would be unnecessary to 
increase the sample size, and therefore the costs of running a survey, in order to narrow the precision 
even further.

Advice on sampling for surveys outside the public sector is available. Since Cochran (1977), conventions 
for how to sample have been well known. Textbooks, such as SAGE Publishing’s “little green book” (Kalton 
1983), an encyclopedia of common research methods, typically suggest the following approach to determin-
ing sample sizes for survey research: using simple random sampling, first determine the degree of precision 
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that is required from the estimates, add a design factor—a multiplier that inflates the sample size—if you use 
clustered sampling approaches, and adjust the sample for the expected level of nonresponse.

While this approach is sensible in many instances, simplification carries several dangers. As Fowler 
(2009) cautions, the size of the population from which a sample is drawn has little effect on the precision of 
the estimates, all sample size requirements need to be decided on a case-by-case basis, and increasing the 
sample size does not necessarily reduce the error of estimates.

The following illustrates Fowler’s first point: although the population of the United States is 16 times 
larger than that of Romania, one would not need a sample size 16 times larger to make estimates about the 
public sector in the United States versus in Romania. Rather, the dispersion of scores matters. If civil servants 
in the United States answer more similarly to one another than those in Romania, it is possible that, despite 
the Romanian civil service being considerably smaller, a larger sample size would be needed for Romania 
than for the United States.

With regard to Fowler’s second point, rules of thumb can be useful. For example, one rule that is often 
used is that one should have at least 30 observations in each subgroup in order to calculate nonparametric 
statistics, such as the chi-square statistic. However, without knowledge about the underlying distribution of 
metrics and likely error rates, rules of thumb can result in highly unsatisfactory sample sizes. What sample 
size is satisfactory is thus an empirical question. For instance, while many survey companies routinely use a 
target precision of ±3 percentage points, one should ask how this compares to the dispersion of the under-
lying scores and whether it provides for meaningful differences. For instance, if one organization differs by 
0.05 standard deviations from another in a given year, can this be considered a meaningful difference? If so, 
then the sample size should be large enough to detect such differences. If not, then the sample size should be 
revised to capture a difference that is meaningful to the question at hand.

Finally, error caused by insufficiently large sample sizes needs to be understood as a part of the total 
survey error. The total survey error refers to a compound measure of error. It includes, but is not limited to, 
error created by sampling; it includes error deriving from the choice of scale, the survey mode, and inter-
view techniques. For instance, if more resources are deployed to sample more people, this might come at the 
expense of pretesting survey scales or training enumerators, which can inflate the variance of survey answers 
and thereby make estimates more imprecise.

What is more, algorithmic approaches to gauge sample size can lead to misleading conclusions when 
survey design and analysis approaches are more complex. For instance, one needs to assess whether clustered 
or stratified approaches were used.

THEORETICAL BACKGROUND

Surveys can either be targeted at collecting information from the entire population or universe of interest 
(a census approach) or at collecting information from a fraction of the population—a sample. Typically, sur-
veys are used to estimate means, medians, and modes for certain responses for the entire target sample and 
subgroups of interest. The desire is that these estimates are an accurate or accurate-enough representation of 
the measures of the population. This might be impossible because of errors introduced by sampling and such 
things as the interview process or the coding of data. Bjarkefur et al. (2021) provides more in-depth informa-
tion on how to address issues related to nonsampling error. Sampling bias can occur because of issues related 
to who was targeted by the survey recruitment, self-selection into survey participation, and nonresponse bias 
(on this topic, see chapter 22). Finally, error can be introduced by sampling variance—the fact that mea-
surements vary and that the sample technique and size need to be adequate for the underlying dispersion of 
responses targeted for estimation (on this topic, see chapter 21). 

Why sample size matters can be demonstrated by looking at how the standard error of two group means 
is calculated. Typically, inferences from surveys will pertain to comparisons between groups of observations 
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(for example, between two agencies, between managers and nonmanagers, etc.). The standard error of the 
estimate of the difference in mean scores between the two groups is the square root of the sum of their 
 individual squared standard errors:

  (20.1)

The standard error is mechanically smaller, the larger the respective sample sizes of each of the groups 
in the comparison are (n1 and n2). At the same time, it is positively correlated with the values of standard 
deviation.

METHODOLOGY

In this chapter, we illustrate what sampling error can be expected based on the variance observed in  typical 
measures used in civil servant surveys and, consequently, what types of inference can be reliably drawn 
from them.

Since the approach taken in this chapter is to provide sampling guidelines for survey practitioners by 
extrapolating from existing civil service survey data and practice, we base the analyses upon the wealth of 
information provided by surveys of civil servants conducted in recent years by the World Bank, the Global 
Survey of Public Servants (GSPS) academic consortium, and national governments. Together, they allow us 
to present a wide range of statistical tests and a breadth of examples. The following surveys are included:

 ● A survey of civil servants in Chile, which takes a census approach, targeting all employees in a sample of 
65 central government institutions. (The survey was part of the GSPS consortium’s effort to collect more 
data on public administrations around the world.)

 ● A survey of civil servants in Liberia, which uses random sampling, stratified by institution. (The survey 
was conducted by the World Bank.)

 ● A survey of civil servants in Romania, which follows a stratified sampling approach, by which respon-
dents are sampled in each department of a sample of organizations. (The survey was part of the GSPS 
consortium’s effort to collect more data on public administrations around the world.)

 ● The Federal Employee Viewpoint Survey (FEVS), an annual survey administered by the United States 
Office of Personnel Management (OPM)—a federal agency—which first launched in 2002 under the 
name Federal Human Capital Survey. The FEVS aims to recruit a sample representative of the different 
types of US federal agencies. In 2012, 2018, and 2019, the FEVS took a census approach. In other years, 
the FEVS has used stratified random sampling, whereby the sample is stratified by work units within 
organizations. Work units smaller than 10 employees are merged. All senior executives are targeted by 
the survey, while lower-rank individuals are subject to random sampling within their strata. A target 
sample size for each organization is calculated. When this target rate amounts to 75 percent or more of 
an organization’s entire staff, a census approach, whereby all employees are targeted, is employed instead. 
The FEVS has served as an important benchmark for multiple surveys of public administrators around 
the world.

The selected surveys cover four continents and divergent socioeconomic contexts, as well as different 
sampling approaches and a range of widely used survey questions and indicators. Our analyses focus on a 
set of questions about job satisfaction, work motivation, performance review (evaluation), and merit-based 
recruitment. The chosen measures reflect some of the most commonly used indicators in surveys of public 
servants around the world, as a review by the GSPS has indicated (see figures 20.1 and 20.2). Most measures 
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FIGURE 20.1 Most Commonly Used Survey Measures of Attitudes and Behaviors 
across Civil Servant Surveys
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FIGURE 20.2 Most Commonly Used Survey Measures of Management Practices 
across Civil Servant Surveys
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are indicators, which are averages across several questions. We highlight where single questions, rather than 
indexes, are used for analysis.

As table 20.1 summarizes, the surveys selected for analysis in this chapter were all conducted between 
2017 and 2019. Most surveys were conducted online using a structured format with closed-ended questions. 
The Liberia survey used a semi-structured format, akin to that used by the World Management Survey.5 
Trained enumerators asked open-ended questions and then selected a precoded answer option based on the 
responses that participants provided.

The Romania survey used two approaches: online and face-to-face. As chapter 19 on survey mode effects 
shows in more detail, surveys conducted via face-to-face enumeration tend to have higher response rates. 
For simplicity, in the simulations underpinning this chapter, we assume that these response rates remain 
the same.6

All surveys identify organizations within the sample. For each survey, the means for institutions 
were calculated in order to compare their performance. The number of organizations ranges from 30 to 
65 per survey.

To foster comparability in our sampling simulations, we select survey questions that are similar, to the 
extent possible, across surveys. The exact wording can be found in table 20.2. To foster the generalizability of 
our findings to other surveys, the selected survey questions cover a range of core and frequently asked-about 
topics in civil service surveys—such as work motivation, job satisfaction, performance management, leader-
ship, and the quality of management practices.

The distributions of each of the included variables in each of the countries and public sector organiza-
tions are visualized in figure 20.3.

Monte Carlo Simulations

We show, based on these data, what sample sizes might be needed to draw the most common types of 
inference—defining country-level aggregates, comparing key demographic groups of civil servants (male vs. 
female and manager vs. nonmanager), and ranking organizations within public administration. Our hope is 
that these examples will help practitioners find examples that are similar to their own cases. This will provide 

TABLE 20.1 Characteristics of Surveys Included for Simulations

Country
Sampling 
strategy Year Key indicators

Key comparisons 
made Mode

Sample 
size

No . of 
orgs .

Response 
rate

Chile Simple 
random

2019 Motivation, 
leadership, 
performance, 
recruitment 
practices

Organization; unit Online 23,636 65 44%

Liberia Stratified 
random

2017 Management, 
recruitment 
practices

Organization; unit Face-to-face 2,790 33 48%

Romania Cluster 
random

2019 Motivation, 
leadership, 
performance, 
recruitment 
practices

Organization; unit Face-to-face
Online

2,721
3,721

30 92%
24%

United 
States

Cluster 
stratified 
random

2019 Engagement, 
satisfaction

Organization; 
previous years

Online 615,395 45 43%

Source: Original table for this publication .
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TABLE 20.2 Overview of Survey Questions for All Items Included in the Simulations, by Survey

Survey Indicator Question Original scale

Chile Satisfaction 
question

I am satisfied with my job . 1 (strongly disagree) to 5 (strongly agree)

Motivation 
question

I do my best to do my job, regardless of the difficulties . 1 (strongly disagree) to 5 (strongly agree)

Performance 
review 
question

Did you have the opportunity to discuss the results of your 
last individual performance appraisal with your line manager?

0–1 dummy

Merit-based 
recruitment 
question

Thinking about how you got your first job in the public 
sector—which of the following evaluations did you have to go 
through? (Written examination .)

0–1 dummy

Motivation 
index

I am willing to start my workday earlier or stay after my hours 
of work to finish a pending job .

I perform extra tasks at work, even if they are not really 
required .

I put my best effort to perform my work, regardless of 
difficulties .

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

Leadership 
index

My supervisor leads by setting a good example .

My supervisor says things that make employees proud to be 
part of this institution .

My supervisor communicates clear ethical standards to 
subordinates .

My supervisor personally cares about me .

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

Performance My superior evaluates my performance in a just manner .

The feedback that I receive about my work helps me to 
improve my performance . 

If I put more effort in my work, I will obtain a better evaluation 
of my performance . 

A positive evaluation of my performance could lead to an 
increase in my salary . 

A positive evaluation of my performance could help me in 
obtaining a promotion . 

A negative evaluation of my performance could be a reason 
for termination .

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

Liberia Satisfaction 
question

To what extent would you say you are satisfied with your 
experience of the civil service?

1 (very dissatisfied) to 4 (very satisfied)

Motivation 
question

How motivated are you to work as a civil servant today? 0 (not motivated at all) to 10 (extremely 
motivated)

Management 
index

Does your unit have clearly defined targets?

How are targets and performance measures communicated 
to staff in your unit?

When arriving at work every day, do staff in the unit know 
what their individual roles and responsibilities are in 
achieving the unit’s goals?

Does your unit track its performance to deliver services?

How does your unit track its performance to deliver services?

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

0–1 dummy

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

(continues on next page)
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TABLE 20.2 Overview of Survey Questions for All Items Included in the Simulations, by Survey 
(continued)

Survey Indicator Question Original scale

Liberia

(continued)

Management 
index

(continued)

How much discretion do staff in your unit have when carrying 
out their assignments?

Can most of the staff in your unit make substantive 
contributions to the policy formulation and implementation 
process?

Is your unit’s workload evenly distributed across its staff, or 
do some groups consistently shoulder a greater burden than 
others?

Consider about the projects that your unit has worked on. 
Do the managers try to use the right staff for the right job?

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Does your unit try to adjust how it does its work based on the 
needs of the unit’s clients/stakeholders who benefit from the 
work?

How flexible is your unit in responding to new and improved 
work practices and reforms?

How do problems in your unit get exposed and fixed?

Consider if you and your colleagues agreed to an Action Plan 
at one of your meetings. What would happen if the plan was 
not being implemented or failed to meet the set deadlines?

In your opinion, do the management of your unit think about 
attracting talented people to your unit and then do their best 
to keep them?

If two senior-level staff joined your unit five (5) years ago and 
one performed better at their work than the other, would 
he/she be promoted through the service faster?

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Five descriptive answers progressively 
aligned from least to most positive 
description of the practices in question

Romania Satisfaction 
question

Overall, I am satisfied with my job. 1 (strongly disagree) to 5 (strongly agree)

Motivation 
question

I put forth my best effort to get my job done regardless of any 
difficulties.

1 (strongly disagree) to 5 (strongly agree)

Performance 
review 
question

Has your superior discussed the results of your last 
performance evaluation with you after filling in your 
performance evaluation report?

0–1 dummy

Merit-based 
recruitment 
question

Have you ever participated in a recruitment competition in 
the public administration?

0–1 dummy

Motivation 
index

I am willing to do extra work for my job that isn’t really 
expected of me.

I put forth my best effort to get my job done regardless of any 
difficulties. 

I stay at work until the job is done.

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

(continues on next page)
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TABLE 20.2 Overview of Survey Questions for All Items Included in the Simulations, by Survey 
(continued)

Survey Indicator Question Original scale

Romania

(continued)

Leadership 
index

How frequently does your direct superior undertake the 
following actions? (Leads by setting a good example.)

How frequently does your direct superior undertake the 
following actions? (Says things that make employees proud to 
be part of this institution.)

How frequently does your direct superior undertake the 
following actions? (Communicates clear ethical standards to 
subordinates.)

How frequently does your direct superior undertake the 
following actions? (Personally cares about me.)

1 (never) to 5 (always)

1 (never) to 5 (always)

1 (never) to 5 (always)

1 (never) to 5 (always)

Performance My performance indicators measure well the extent to which I 
contribute to my institution’s success.

My superior has enough information about my work 
performance to evaluate me. 

My superior evaluates my performance fairly.

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree) 

United 
States

Satisfaction 
question

Considering everything, how satisfied are you with your job? 1 (strongly disagree) to 5 (strongly agree)

Motivation 
question

I am willing to do extra work for my job that isn’t really 
expected of me.

1 (strongly disagree) to 5 (strongly agree)

Engagement 
index

In my organization, senior leaders generate high levels of 
motivation and commitment in the workforce.

My organization’s senior leaders maintain high standards of 
honesty and integrity. 

Managers communicate the goals of the organization.

I have a high level of respect for my organization’s senior 
leaders.

Overall, how good a job do you feel is being done by the 
manager directly above your immediate supervisor?

Supervisors in my work unit support employee development.

My supervisor listens to what I have to say.

My supervisor treats me with respect.

I have trust and confidence in my supervisor.

Overall, how good a job do you feel is being done by your 
immediate supervisor?

I feel encouraged to come up with new and better ways of 
doing things.

My work gives me a feeling of personal accomplishment.

I know what is expected of me on the job.

My talents are used well in the workplace.

I know how my work relates to the agency’s goals.

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

1 (strongly disagree) to 5 (strongly agree)

Source: Original table for this publication.
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FIGURE 20.3 Full-Sample Distribution of Key Indicators: National and Institutional Values 
across Surveys
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FIGURE 20.3 Full-Sample Distribution of Key Indicators: National and Institutional Values 
across Surveys (continued)
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FIGURE 20.3 Full-Sample Distribution of Key Indicators: National and Institutional Values 
across Surveys (continued)
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Source: Original figure for this publication .
Note: This figure shows the distribution of all key indicators analyzed in this chapter for the full sample of each of the surveys . Each subfigure refers to one 
indicator and survey and is divided into two panels . The top panel shows the distribution of responses, and the bottom panel shows ordered institution-level 
averages for a given indicator and survey . Red lines and points refer to aggregate values at the level of individual institutions within the civil service, whereas the 
blue ones refer to national-level values . Inst . = institution; perf . = performance; q . = question .
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guidance on which sample sizes are more likely to yield satisfactory results—a goal that is further supported 
by the online sampling tool published alongside this chapter.

To do so, we use Monte Carlo simulation procedures to estimate:

 ● Sample means, standard deviations, and confidence intervals, to illustrate how sampling affects the statis-
tical precision of estimates, and

 ● Differences in means between organizations and two groups of public servants that are often compared 
(managers and nonmanagers), to illustrate how sampling affects the possibility of statistically significant 
benchmarking between public sector institutions and groups of public servants—which is one primary 
use, in practice, of civil service survey data.

A random seed is set, from which a defined number of individual response IDs is randomly drawn, 
following the sampling strategy of the survey in question. This is repeated 1,000 times for each sampling pro-
portion. All statistics presented here average across the number of simulations, providing an estimate for the 
average conclusions one would draw, given a certain number of individuals sampled, if the survey had been 
repeated 1,000 times. As a robustness check, we repeat each run of 1,000 simulations with a total of three 
different random seeds and record whether results deviate by more than 0.005 points on the answer scales. 
The results reported here have passed this robustness check.7

The results of the simulations are compared to means, standard deviations, confidence intervals, differ-
ences in means between manager and nonmanagers, and organizational rankings derived from the origi-
nal surveys. In other words, we accept the statistics derived from these original surveys as the true sample 
statistics. We do not make statements of how these original means compare to “true” population means. We 
simply assume that the original sample sizes provide the best feasible estimates of underlying truths.

This approach has the advantage of not making assumptions about the population distribution beyond 
the information available to us. However, it is possible that the original sample sizes also over- or underes-
timated the true population parameters. If this is the case, results that indicate bias should be interpreted as 
lying even further away from the truth than when the original sample sizes were employed. 

We evaluate the adequacy of the sample sizes using the following metrics:

 ● The proportion of cases that fall within 95 percent of the confidence interval of the estimated means 
derived from the original samples. Note that this metric is the inverse of what is typically used in sta-
tistics textbooks for the following reason: in our simulations, we sample smaller fractions of the original 
sample and see how well they perform in terms of recovering the original estimates. Mechanically, the 
confidence intervals for the estimates derived from samples with a small N will be larger than those 
derived from samples with a larger N. This means that it is more likely that a small sample includes the 
original mean, as it is wider. We instead want to know whether the estimated means of our new, smaller 
samples are close enough to the original mean (that is, within its confidence interval of 95 percent). For 
simplicity, we refer to estimates that fall within the 95 percent confidence interval of the original samples 
as estimates that have successfully been recovered.

 ● The proportion of cases in which we find a significant difference between group means although 
there is none in the original data (type I error) and in which no significant difference is found 
although a difference between groups exists in the original data (type II error). For the metrics 
presented here, we do not distinguish between the types of error that occur; we simply report the rate at 
which an error is made.

 ● The proportion of cases in which an organization’s rank based on one of the metrics shifts into 
another performance quintile. We use the proportion of shifts for ease of interpretation. For a more 
granular measure, we also calculate the Kendall’s tau rank correlation coefficient.8

The first metric illustrates the likelihood, given a sample size, that the means obtained are meaningfully 
different from those obtained from the original target sample size. The second metric illustrates the risk of 
drawing misleading inferences about differences in organizational subgroups. For smaller sample sizes, the 
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risk increases that one might wrongly conclude—for instance—that managers rate organizational character-
istics differently than nonmanagers, when they do not, or conclude the opposite, when they indeed think dif-
ferently. The third metric illustrates the extent to which the robustness of organizational rankings is affected 
by reductions in sample size. One frequent use of civil service surveys—and employee engagement surveys 
in the private sector (for example, Harter et al. 2020)—is the benchmarking of organizations and units—be 
that the benchmarking of different public sector organizations, units within public sector organizations, or 
organizations across the public and private sector, or benchmarking with other countries.

Benchmarking is often deemed crucial to understanding strengths and weaknesses by showcasing how 
well a unit or organization performs in comparison to other, similar organizations or units. Given the limited 
variation and skew of many variables typically included in civil service surveys (see chapter 21)—and, as a 
result, the small differences between organizations—the individual ranks of organizations are likely to be 
highly sensitive to sample composition changes. We thus instead assess whether changes in sample size can 
move an organization into an entirely different tranche of organizations in benchmarking. For instance, if 
a unit changes from ranking in the bottom 20 percent of performers to the midrange, this can have serious 
consequences for how problematic or nonproblematic its performance is perceived to be. We thus focus on 
quintile changes due to sample composition changes.

EMPIRICAL FINDINGS ON SAMPLE SIZE REQUIREMENTS FOR PUBLIC 
ADMINISTRATION SURVEYS

Figures 20.4 and 20.5 present our results graphically. Figure 20.4 showcases how the distribution of results 
would change with distinct sample sizes relative to what was collected in the case of each survey. Figure 20.5 
showcases how the accuracy of the results—benchmarked against the statistics derived from the full 
 sample—varies with the proportion of sample that is used.

The results of our simulations against our three metrics underscore that appropriate sample sizes are 
largely a result of the intended use of the survey results. Assessing, first, statistical precision—our first 
metric—we find, for most metrics across all four surveys, 50–60 percent of the original sample size suffices 
to estimate means that fall within the 95 percent confidence interval of the original mean. In other words, if 
the objective of a civil service survey is to recover reasonably precise statistical estimates about civil servants 
at the country level, all four surveys currently oversample respondents. While single random surveys with a 
considerably smaller sample size can lead to substantial over- and underestimates of means, on average, dif-
ferences are small. They range between 0.002 and 0.13 points on a five-point scale, or, expressed differently, 
4 percent and 15 percent of the original standard deviation. This can be considered a very small difference. 
The extent of these deviations varies somewhat across questions and country. Most countries score very 
similarly on measures of motivation and job satisfaction. For such measures, smaller sample sizes suffice 
when the goal is to calculate simple country averages. As detailed in chapter 21, questions on management 
practices, by contrast, offer more variation. For instance, for countries like Chile, where there is considerable 
variation across organizations in terms of whether and how they conduct performance reviews, larger sam-
ple sizes are required to assess these indicators adequately.

While our first metric suggests that countries oversample, our second and third metrics yield different 
conclusions. Consider, first, the results on the benchmarking of organizations. We find, as expected given 
the limited variation in many civil service survey indicators, that individual ranks are highly susceptible to 
changes in sample composition. In particular, if fewer than 80–90 percent of civil servants are sampled, con-
clusions about how institutions rank on key measures change significantly. For Romania, for instance, even 
when only 10 percent fewer civil servants are sampled, 50 percent of institutions change rank. At 90 percent 
sampled, most institutions get shuffled by one rank (there are 30 organizations in total in the sample). When 
only 60 percent are sampled, this increases to two to three ranks, and when only 40 percent are sampled, to 
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FIGURE 20.4 Simulated Distribution of Key Indicators: National-Level Values across Surveys 
and Sampling Proportions

(continues on next page)
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(continues on next page)

FIGURE 20.4 Simulated Distribution of Key Indicators: National-Level Values across Surveys 
and Sampling Proportions (continued)
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(continues on next page)

FIGURE 20.4 Simulated Distribution of Key Indicators: National-Level Values across Surveys 
and Sampling Proportions (continued)



THE GOVERNMENT ANALYTICS HANDBOOK442

Source: Original figure for this publication .
Note: This figure shows the distribution of all key indicators analyzed in this chapter across each of 1,000 simulations at different sampling proportions . The 
sampling proportion is specified in percentage terms on top of each line plot . Therefore, each line plot shows 1,000 simulated distributions of responses to a 
given question, which were obtained when a given percentage of respondents were randomly sampled from the original full-sample distribution . Gray lines and 
points refer to national-level distributions obtained from each simulation, whereas the blue ones refer to full-sample values obtained in the actual survey .

FIGURE 20.4 Simulated Distribution of Key Indicators: National-Level Values across Surveys 
and Sampling Proportions (continued)

three to four ranks (see appendix H for the variation in institution-level values across simulations). We can 
also express this in terms of the Kendall’s tau rank correlation coefficient, which indicates how well rankings 
obtained from the original data set correlate with those of the smaller samples. A rank correlation of one 
indicates a perfect match, and one of zero that no ranks matched. A correlation of 0.8 or more is consid-
ered desirable. This is only attainable when 80 percent or more of the original sample is surveyed for most 
measures. For measures with more condensed variances (motivation), sampling 60  percent or more of the 
original sample can achieve a similar result.

Looking at absolute shifts, however, might allow variability to appear disproportional. Often, governments, 
watchdogs, and international organizations group institutions into high and low performers. If we group insti-
tutions into quintiles, even at 80 percent sampled, 20–30 percent of them shift into another quintile. In other 
words, when 20 percent fewer civil servants are sampled, 20–30 percent of the institutions can end up being 
erroneously placed into the bottom 20 percent instead of the middle 20–40 percent of performers.

Another common type of analysis conducted on data derived from civil servant surveys is subgroup 
analysis. Statistics are typically broken down by characteristics such as job level, gender, or minority status. 
In our simulation example, we illustrate what the sample size requirements would be if one were to compare 
statistics for managers and nonmanagers. For simplicity, we report the rate of total errors committed in tests 
of independence. Across surveys, we find that error rates are high as soon as anything less than the original 
sample size is sampled. This is the case because initial differences on most indicators are very small. For 
example, in the original Chile survey, managers’ and nonmanagers’ assessments of leadership, motivation, 
and performance differ by less than 0.1 standard deviations (SD) for leadership and performance indicators 
and by about 0.2 SD for motivation. Differences in the original surveys conducted in Romania (0.1 SD), 
Liberia (0.2 SD), and the United States (0.1–0.2 SD) are similarly small.

These small differences imply that the proportion of each of these subgroups needs to be rather large 
to be able to capture differences between the groups. Error rates for most indicators remain at around 
20  percent with reduced sample sizes—considerably higher than the widely accepted 5–10 percent—until 
90 percent or more of the original sample is recovered. For any sample sizes smaller than 50–60 percent of 
the original, indicators with an initially high variance, such as leadership in Chile, motivation in Romania, 
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FIGURE 20.5 Precision and Power of Simulated Distributions across Surveys

(continues on next page)
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FIGURE 20.5 Precision and Power of Simulated Distributions across Surveys (continued)

(continues on next page)
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FIGURE 20.5 Precision and Power of Simulated Distributions across Surveys (continued)

Source: Original figure for this publication .
Note: CI = confidence interval; perf . = performance; q . = question .
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or management practices in Liberia, have very high error rates—most of the time, estimates fall far away 
from the true statistics.

The second challenge that conductors of civil service surveys should expect is that as sample sizes are 
reduced, it becomes more likely that statistics cannot be computed at all. For instance, simulations indicate 
that if one takes a rather conservative threshold of a minimum five observations per cell required to conduct 
comparisons, and if only 60–70 percent of the original sample is surveyed, in 20–30 percent of the cases, the 
statistic cannot be computed. The rate of failure quickly increases to 60–80 percent for questions that have a 
high rate of nonresponse (for example, the recruitment question in Romania).

DISCUSSION AND CONCLUSION: IMPLICATIONS FOR 
CIVIL SURVEY SAMPLING

In sampling respondents, civil service survey designers face a trade-off between the costs of additional 
survey responses and the benefits of more precise survey estimates with greater sample sizes. What, then, are 
the appropriate sample sizes in civil service surveys? To assess this conundrum, this chapter has conducted 
Monte Carlo simulations with civil service survey data from the United States, Chile, Liberia, and Romania. 
Our results suggest that appropriate sample sizes depend, most of all, on the inferences governments wish to 
make from the data. Conclusions differ depending on which indicators are chosen and which comparisons 
are made. Assessing sample size requirements on a case-by-case basis, depending on government needs and 
survey topics, thus remains paramount.

With that said, some common patterns across civil service surveys do exist that can inform future 
sampling decisions. For one, on attitudinal measures—such as work motivation or job satisfaction—smaller 
sample sizes might be sufficient if the objective is relatively precise means (though no benchmarking). To 
estimate averages for countries or larger organizations, sample sizes could often be reduced. Where there 
are differences in practice that vary substantially by institution, however, the required sample sizes for the 
country increase.

At the same time, where detailed comparisons among public sector organizations—or individual 
 rankings—are sought, sample sizes are typically too small, not least because many survey measures do not 
offer large variation between organizations and thus require high levels of precision to enable comparison.

However, in such instances, practitioners should first assess whether the magnitude of historical dif-
ferences is likely to be sufficiently meaningful to increase sample sizes to obtain statistically significant 
differences. For instance, does it merit changing organizational strategies if nonmanagers are 0.05 standard 
deviations less satisfied? Or would the gap need to be closer to one full standard deviation (which suggests a 
sizeable gap) to be substantively meaningful? If the answer is the latter, then increasing sample sizes to obtain 
statistically significant differences on the former would not be meaningful.

This chapter thus concludes that a determination of the use for survey results should precede the deter-
mination of sample sizes. Once that discussion has been had, practitioners can turn to an online toolkit to 
estimate appropriate sample sizes depending on the intended uses of the survey data. We recommend that 
practitioners look for countries, survey measures, and comparisons or benchmarking similar to their own 
use case in the online tool for guidance on which sample sizes are likely required in their own surveys.

NOTES

1. Our calculation is based on data from the CBO (2017).
2. More information about the experimental statistics program is available on the website of the ONS at https://www.ons.gov 

.uk/methodology/methodologytopicsandstatisticalconcepts/guidetoexperimentalstatistics.

https://www.ons.gov.uk/methodology/methodologytopicsandstatisticalconcepts/guidetoexperimentalstatistics�
https://www.ons.gov.uk/methodology/methodologytopicsandstatisticalconcepts/guidetoexperimentalstatistics�
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3. Interested readers can access the toolkit at https://encuesta-col.shinyapps.io/sampling_tool/.
4. In this chapter, we assess sample sizes from the perspective of the types of inference that can be drawn from civil service 

survey data. For political reasons, governments may, of course, choose to undertake a census irrespective of whether this is 
necessary from a statistical perspective, to give every public employee the opportunity for voice—that is, the opportunity to 
give their feedback on matters of concern in the survey. 

5. More information about the World Management Survey can be found on its website, https://worldmanagementsurvey.org/.
6. In practice, this would mean that if one were to sample again in the same country, using the same survey mode, response 

rates would look the same as for the last survey that was conducted.
7. Random seeds are used to enable replicable research. However, no computer-generated seed is truly random. Further, even 

if the starting seed is random, it is possible—although, by definition, very unlikely—that the random draws started from 
this seed end up being a very rare combination, leading to results not reflective of what most random draws would yield. 
Therefore, it is advisable to rerun all simulations with different seeds.

8. Kendall’s tau is defined as: .
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SUMMARY

Many aspects of public administration, such as employee satisfaction and engagement, are best 
measured using surveys of public servants . However, evaluating the extent to which survey measures 
are able to effectively capture underlying variation in these attributes can be challenging given the 
lack of objective benchmarks . At a minimum, such measures should provide a degree of discriminating 
variation across respondents to be useful . This chapter assesses variation in a set of typical indicators 
derived from data sets of public service surveys from administrations in Africa, Asia, Europe, and North 
and South America . It provides an overview of the most commonly used measures in public servant 
surveys and presents the variances and distributions of these measures . The chapter thus provides 
benchmarks against which analysts can compare their own surveys and an investigation of the determi-
nants of variation in this field . Standard deviations of the measures we study range between 0 .72 and 
1 .24 on a five-point scale . The determinants of variation are mediated by the focus of the variable, with 
country fixed effects the largest predictors for motivation and job satisfaction, and institutional structure 
key for leadership and goal clarity .

Robert Lipinski is a consultant and Daniel Rogger is a senior economist in the World Bank’s Development Impact Evaluation (DIME) 
Department. Annabelle Wittels is an independent researcher. Christian Schuster is a professor at University College London. 

CHAPTER 21

Designing Survey 
Questionnaires
Which Survey Measures Vary 
and for Whom?

Robert Lipinski, Daniel Rogger, Christian Schuster, 
and  Annabelle Wittels

ANALYTICS IN PRACTICE 

 ● Effective questionnaire design and efficient sampling strategies both rely on an understanding of the per-
formance of relevant survey measures. This chapter presents the variation in common measures used in 
public servant surveys from settings across the world (see table 21.2 later in the chapter for a full listing 
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of summary statistics). Such statistics provide individual survey analysts a means of comparative analysis 
with their own results.

 ● In the sample of surveys we assess, measures related to personal characteristics, such as motivation, 
do not vary as substantially as those relating to institutional variables, such as leadership. The design 
of questions about motivation and satisfaction may therefore need to be reconceptualized to better 
 discriminate between degrees of these categories with the highest response likelihood.

 ● Commonly used measures of quantities of interest in public administration show significant negative 
skew across most contexts and for most measures. This indicates that responses are located mostly on the 
more-positive (higher) end of the answer scale. This might reflect response bias or an underlying lack of 
latent variation. It also indicates a need for redesigning standard measures in public service  surveys to 
better discriminate between values at the top end of indexes.

 ● Where analysts would like to test for positive-response (or social-desirability) bias, they can include scale 
items specifically designed to capture such bias and apply regression or weight adjustments to averages, 
include alternative methods of capturing more nuanced levels of variation, or apply transformation 
 techniques to address extreme skew before data analysis.

 ● The determinants of the variation we observe are mediated by the nature of the variable. 
Demographics generally explain a very small proportion of variation across measures (less than 
2 percent). Country fixed effects account for the highest degree of variation for measures of 
motivation and job satisfaction. Institutional divisions (unit and subunit identifiers) explain a 
greater proportion of the variation in measures related to the quality of leadership and the clarity 
of a respondent’s goals and tasks. Thus, survey measures associated with organizational features of 
the public service are more likely to exhibit variation than those that probe aspects influenced by 
servicewide or national cultures.

 ● Since many countries use different survey approaches and questionnaires, it is difficult to establish to 
what extent these differences are artificially created by differences in measurement as opposed to differ-
ences in environment, institutions, and management practices. This underlines the necessity to further 
standardize a core of public servants’ surveys in order to make cross-country comparisons meaningful 
and informative for public administration reform.

INTRODUCTION

Surveys of attitudes, perceptions, and reported behaviors often try to assess two factors: the average or 
most common value of a concept of interest for respondents (or respondents in a particular subgroup) and 
variation in those responses. For example, one might want to find out the level of job satisfaction for public 
servants in an agency and the variation in satisfaction across that agency, across agencies, or across public 
servants of different managerial ranks.

Large-scale surveys are of particular relevance where a feature of the population being surveyed var-
ies substantially. If satisfaction, or any other variable of interest, were known to be the same everywhere, 
analysts would only be required to carefully measure a single instance of the phenomenon. This would then 
be sufficient to know the value of the variable in the population at large. A practical example of this in the 
public service is the de jure nature of laws and regulations. Recording a single instance of a universal law is 
sufficient to understand its nature everywhere.

By contrast, once a phenomenon can vary across individuals, units, departments, agencies, time, and 
so on, surveys provide a tool to measure the underlying variation. Mapping this variation allows analysts 
to understand the average of the variable, its spread, where the feature takes extreme or unusual values, 
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and so on. Again taking satisfaction as an example, a central public service agency may look for agencies that 
have the lowest levels of staff satisfaction, those where satisfaction is falling fastest, or those in which there 
are the largest disparities. Or, taking the universal-law example, analysts may be interested in how the law is 
de facto implemented across agencies, which may differ significantly. Surveys provide a tool for mapping the 
 corresponding variation.1

Features of public administration increase the likelihood that there will be variation in key elements of 
the work environment. Unlike the private sector, there are no market forces driving work units to specific 
standards. The diverse range of activities undertaken by the public sector and the myriad outputs it produces 
imply potentially very different approaches to production. The challenges to measuring many aspects of 
public administration—externalities created by both tasks and public outputs, for example—compound the 
challenges to creating a common approach to management.

Not all phenomena of interest in the public service vary. It is conceivable that in some settings, public 
officials are universally oriented toward public service, or the opposite, such that even the best measures 
will exhibit no variation. The tension at the heart of measurement in public administration, where so few 
benchmark measures exist of a wide range of phenomena of interest, is how to identify which elements of the 
public service truly do vary, and for whom.

We proxy this underlying variation through observed variation in survey measures. Yet it is variation in 
the underlying phenomenon that we are interested in, rather than a proxy measured by a survey. We want 
measures that reflect true levels of satisfaction and allow us to discriminate between levels that are meaning-
fully different. If variation in survey measures solely reflects biases induced by the way questions are formu-
lated or measurement error, it does not provide valid information upon which to base decision-making.2 
The validity of the variation in surveys of public administration is thus of key concern to understanding the 
public service.

This chapter aims to investigate the validity of measures from public servant surveys. The challenge all 
such exercises face is that many important concepts in public administration—such as satisfaction, moti-
vation, and quality of management—are inherently internal phenomena. Assessing different measures 
against objective benchmarks, such as measures of satisfaction against turnover data, presents many issues 
of comparison. Alternative indicators of the validity of survey data are that conceptually related items should 
covary and that the same measurement should attain comparable variation across measurement in time and 
across survey contexts. This chapter assesses validity by comparing common measures across settings. By 
benchmarking which measures consistently vary across settings, we identify those measures that consistently 
provide differentiating variation.

The assumption of this approach to assessing the validity of variation is that the biases and measurement 
error that may drive variation in one setting are distinct from those in another. Thus, where we observe a 
measure providing discriminating variation across settings, we can infer that it is providing valid data. The 
disadvantage of such an approach is revealed when this assumption fails and measurement is affected by 
common bias across settings. For our approach to be valid, we also require that there be variation in the 
underlying phenomena across settings.

The payoffs for undertaking a valid assessment of variation in public servant surveys are substantial. 
Knowing what type and shape distributions of measurements of concepts of interest take is important for 
picking appropriate survey designs. Sampling strategies (see more on this in chapter 20) and question design 
(see chapters 22 and 23) require an understanding of underlying variances to be fit for purpose. The validity 
of our measurements of public administration, and of the corresponding survey designs, is at the core of our 
ability to understand the functioning of the state.

This chapter’s perspective is that despite concerns about comparing measures of public service across 
time and space, such assessments act as rare and therefore valuable benchmarks to a single survey’s results. 
Knowing that a specific measure has limited variation in many other settings allows analysts to take a more 
informed perspective on the use of that measure in their own contexts.

The importance of variation and its relation to validity and reliability has been investigated widely 
in volumes on statistics and survey sciences (for example, Brandler et al. 2007; Fink and Litwin 1995; 
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Grosh and Glewwe 2000; Wright and Marsden 2010). However, there is little systematic evidence available 
on patterns of variation of the measurements typically used to assess concepts central to the analysis of 
public administration. A review of common source bias in civil servant surveys conducted by George and 
Pandey (2017) makes evident that public administration as a field suffers from a reliance on surveys to 
measure both independent and dependent variables.3 This approach inflates correlations between dif-
ferent variables and can make it difficult to distinguish between effects driven by individual-level error, 
individual-level differences, and generalizable relationships between different factors.4 Most other work 
relates to scale validation. (For example, for public service motivation, see Kim 2009; Mikkelsen, Schuster, 
and Meyer-Sahling 2021; Perry 1996; for job satisfaction, see Cantarelli, Belardinelli, and Bellé 2016; for 
policy alienation, see van Engen 2017; for public leadership, see Tummers and Knies 2016 and chapter 24 
on invariance.)

This chapter, therefore, assesses variation in a set of typical indicators derived from data sets of public 
service surveys to add to the existing literature and provide survey designers and analysts with benchmarks 
against which to assess their own efforts. The data span administrations in Africa, Asia, Europe, and North 
and South America. The chapter provides an overview of the most commonly used measures in public 
servant surveys and presents the variances and distributions of these measures. It then describes the extent 
to which observed variance can be explained by demographic and institutional characteristics typical of the 
analysis undertaken by analysts of public servant surveys.

KEY CONCEPTS IN PUBLIC SERVANT SURVEYS AND THEIR MEASUREMENT

What are the phenomena that surveys of public servants typically seek to measure? Meyer-Sahling et al. 
(2021) undertake a review of major surveys of public servants. They find that government employee 
surveys almost universally ask questions about workload or work-life balance and organizational 
commitment and engagement, and they tend to ask about career intentions, job satisfaction, integrity, and 
attitudes toward organizational change. Figure 21.1 provides a breakdown of the proportion of surveys that 
attempt to measure each of these phenomena. The figure indicates that though the precise set of measures 
used in government employee surveys varies, the core concepts themselves overlap significantly. Why have 
these specific topics become the major areas of investigation in surveys of public servants? Some measures 
that are central to existing government employee surveys, such as engagement, do not emerge clearly from 
reviews of academic models of public service governance (Meyer-Sahling et al. 2021). This is, in large part, 
due to the fact that “models” of public service governance do not engage in depth with organizational 
psychology. Such considerations are critical to the actual management of the public service. Management 
practices, such as work-life balance policies or leadership to generate enthusiasm for the mission of a 
public sector organization, are important predictors of the attitudes and behaviors of public servants 
(see, for example, Esteve and Schuster 2019) and feature prominently in government employee surveys, 
yet models of public service governance are (with some exceptions) silent about them.5 Major surveys of 
public servants thus reflect the priorities of those who manage them, typically central agencies of public 
service management.

For this chapter, we assess the topics within surveys for which we both have access to the underlying 
microdata and which contain required identifiers (such as organization). We focus on those measures 
dealt with in a comparable way across these surveys. As we describe in more detail later, these topics are 
job satisfaction, pay satisfaction, motivation, assessments of leadership’s trustworthiness and tendency to 
motivate, a measure of performance management related to promotion, and the clarity respondents have 
over goals and tasks. As can be seen from figure 21.1, these overlap closely with many of the standard 
topics in surveys of public servants. In this section, we review the existing evidence on the quality 
of measurement of these topics in surveys of public servants and their relationship to the effective 
functioning of public administration.
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Measuring Job Satisfaction

A review conducted by Cantarelli, Belardinelli, and Bellé (2016) finds that about a quarter of studies in 
public administration use a single item to measure job satisfaction. Three-quarters use an index based on 
several question items. They all use Likert-type response scales. Some measure overall feeling (“How satisfied 
are you?”) while others measure specific aspects of job satisfaction, such as pay, career prospects, and work-
life balance. Several surveys, such as the United States Office of Personnel Management (OPM) Federal 
Employee Viewpoint Survey (FEVS), use a mixture.

This diversity in measurement approach can partly be explained by the lack of a coherent theory as to 
how job satisfaction factors into public sector performance. Myriad authors have postulated links between 
satisfaction and public service performance, as well as corresponding interpretations of satisfaction 
(Hameduddin and Engbers 2022; Mehra and Joshi 2010; Potts and Kastelle 2010).6

Cantarelli, Belardinelli, and Bellé’s (2016) meta-analysis reports significant correlations between the var-
ious measures of job satisfaction used in the literature and organizational commitment, feelings of inclusion, 
justice, goal clarity, turnover intentions, leadership perceptions, and positive perceptions of promotion sys-
tems and monetary incentives. Job satisfaction measures have also been shown to be strongly correlated with 
measures of employee mental health and burnout (Faragher, Cass, and Cooper 2013; Scanlan and Still 2019). 
These within-survey correlations are taken as indicators of the validity of measures of satisfaction.

FIGURE 21.1 Topics Measured in Government Employee Surveys
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Returning to the discussion on objective benchmarks of satisfaction, studies typically use turnover as an 
independent measure of satisfaction. However, longitudinal studies suggest that the relationship between job 
satisfaction and staff turnover might be temporal or spurious (Cramer 1996; Sousa-Poza and Sousa-Poza 2007). It 
is simply unclear to what extent turnover is a good marker of organizational productivity and good management 
in the context of a noncompetitive job market. Staff might simply stay because they have no attractive exit options.

Measuring Motivation

Motivation is most commonly measured via a scale developed by Perry (1996) or its adaptation by Kim 
(2009). Perry’s scale consists of 24 items and has six dimensions: attraction to public policy making, commit-
ment to the public interest, civic duty, social justice, self-sacrifice, and compassion. Each of the dimensions 
is measured by four questions with a Likert-type response scale. The measure developed by Kim consists of 
12 items and has four dimensions: attraction to policy making (APM), commitment to the public interest 
(CPI), compassion (COM), and self-sacrifice (SS).

Mikkelsen, Schuster, and Meyer-Sahling (2021) have found that Kim’s scale can be used to compare rela-
tionships between motivation and other variables across cultural contexts but that means cannot be mean-
ingfully compared across country contexts. In terms of concept validity, a large body of correlation-based 
studies shows robust correlations between measures of public service motivation and effort (Camilleri and 
Van Der Heijden 2007; Moynihan and Pandey 2007; Naff and Crum 1999). However, as the vast majority of 
these studies rely on correlations between self-assessments completed in a survey, they all suffer from the 
threat of common source bias (Favero and Bullock 2015; George and Pandey 2017; Meier and O’Toole 2010): 
the risk that correlations are an artifact of individuals’ providing multiple ratings about themselves at the 
same point in time, without any external validation.

Causal studies are limited because intrinsic motivation cannot be manipulated directly. However, several 
experiments have shown that when extrinsic, nonfinancial rewards are increased, the performance of public 
sector employees improves (Ashraf et al. 2020; Bellé 2014, 2015; Bellé and Cantarelli 2015).

Measuring Leadership

Leadership in public administration has typically been measured with scales based in or borrowed from 
management science and psychology (Tummers and Knies 2016). Scales commonly measure specific types 
of leadership. Two types studied extensively are transformational and transactional leadership (for exam-
ple, Hameduddin and Engbers 2022; Kroll and Vogel 2014; Pandey et al. 2016; Vigoda-Gadot 2007). More 
recently, there has been a movement to develop scales that are particular to the leadership challenges faced 
by public sector managers, such as working with a large and diverse network of stakeholders and respond-
ing to the demands of political principals, all while remaining accountable to a broad public (Tummers and 
Knies 2016; Vogel, Reuber, and Vogel 2020).

In terms of the validity of leadership scales, Hameduddin and Engbers (2022) show in a meta-analysis of 
studies on public service motivation that there is considerable evidence that assessments of leadership predict 
motivation levels in staff. The relationship seems to be consistent across country contexts. Problematically, 
as with motivation, the majority of studies measure both motivation and leadership with a single survey. 
They are thus subject to common source bias, and there is a risk that relationships are spurious (see George 
and Pandey 2017). Evidence derived through other methods increases confidence, however, that this is not 
the case. For example, a field experiment conducted by Bellé (2014) finds that transformational leadership 
interventions can increase motivation as measured by output quantity. Other examples are 360-degree 
assessments of leadership, whereby assessments are collected from managers themselves and staff (Vogel and 
Kroll 2019), and varying whether questions are asked at the organizational or individual level (see chapter 23). 
Both approaches have found significant relationships between assessments of leadership and motivation.
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Measuring Performance Management

In the academic literature, the measurement of public performance is often equated with the 
management approaches in place (Bouckaert 2021). A lot of measurement on public sector productivity 
now is concerned with integrating the measurement of inputs with administrative data on outputs 
(for recent reviews and discussions, see Heinrich 2002; Somani 2021). Questions about performance 
management in public service surveys typically ask staff to report what management approaches are used 
in their organization. Survey items include questions on the frequency and adequacy of performance 
reviews; goal setting and goal clarity; and the recognition of good performance, promotion, and financial 
incentives. However, little consensus exists on the appropriate approach to the measurement of these 
concepts in public service surveys.

To the knowledge of the authors, no comprehensive reviews of the validity or reliability of such 
question items and scales have been published. However, government agencies in charge of running 
public service surveys report routinely undertaking reviews of the relevance and internal validity of 
such measures.7

Measuring Goal and Task Clarity

The concept of goal clarity was first developed under the umbrella of organizational psychology. Latham and 
Locke (1991) define it as a spectrum varying from “vague (‘work on this task’) to specific (‘try for a score 
of 62 correct on this task within the next 30 minutes’).” Greater goal clarity is theorized to improve perfor-
mance because resources can be targeted at goals and there is less waste. It is also theorized to have a moti-
vational role because it becomes clear to individuals what they need to do in order to do well (Latham and 
Locke 1991). Goal clarity and its opposite—goal ambiguity—have been regarded as particularly important in 
the public sector because the mission statements of government organizations are often vast, and outcomes 
are hard to measure (Jung 2014). Jung (2012) distinguishes between clarity relating to “target, time limit, and 
external evaluation.”

Goal clarity is typically measured via self-ratings with questions such as “The work I do is meaningful to 
me,” “I understand my agency’s mission,” and “I understand how I contribute to my agency’s mission” (see, 
for example, Hoek, Groeneveld, and Kuipers 2018). Survey research and laboratory studies have suggested 
that such self-ratings are positively associated with perceived performance (Hoek, Groeneveld, and Kuipers 
2018) and performance as measured by quantity and quality of output (Anderson and Stritch 2016). 

Rasul, Rogger, and Williams (2021) demonstrate with observational data that expert ratings of task 
clarity (“How precise, specific, and measurable is what the division actually achieved?” and “How precise, 
specific, and measurable is the target?”) are strongly associated with differences in tasks completed by 
public sector workers. Importantly, they find that for tasks rated as high in ambiguity, greater control 
over workers backfires (a reduction of 14 percentage points in completion rates in response to a standard 
deviation increase in their corresponding measure of management), while giving workers greater 
autonomy over how they manage their work increases task completion rates (a corresponding increase of 
21 percentage points).

In sum, the public administration literature has established the relevance of the latent concepts we focus 
on in this chapter to key concerns of management: performance, motivation, and turnover. However, most 
studies have focused on correlations—and, to a lesser extent, causal relationships—without providing an 
overview of the expected distribution of these variables. It remains unclear to what extent practitioners and 
scholars should expect substantial variation from these variables, how they are typically distributed across 
civil servant populations, and to what extent such distributions should be expected to be uniform across 
employee groups. Answers to these questions are crucial for picking appropriate research designs—including 
questionnaire design, sampling strategies, and analytic approaches—and for spurring the improvement of 
existing survey measures.
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SELECTION OF SURVEYS AND MEASURES

Assessing variation requires access to micro-level public service survey data across countries. To maximize 
microdata coverage, we combine data collected in public service surveys conducted by the Global Sur-
vey of Public Servants (GSPS) consortium (which was cofounded by two of the authors) with micro-level 
public service survey data published by the US federal government. To undertake the required analysis, we 
also require surveys that can identify the public sector organization (unit) of respondents, can identify the 
department (subunit) within the organization within which the sampled public administrator works, and 
that measure the topics most commonly covered in public administration surveys.

This process leads us to focus our analysis on 10 surveys from across Africa (Ethiopia, Ghana, and 
Liberia), Asia (China and the Philippines), Europe (Romania), North America (the FEVS in the United 
States), and South America (Chile, Colombia, and Guatemala). All surveys except the FEVS were under-
taken by members of the GSPS. They were conducted between 2014 and 2020 and include a mix of online 
and face-to-face efforts. Each survey featured in this analysis targets core administrative entities—ministries, 
all nationwide (or federal) agencies, and, where applicable, local governments.

Although we select surveys to maximize comparability, we are not able to measure all concepts con-
sistently across all settings. We therefore focus our analyses on concepts that can be compared across the 
majority of surveys and have been identified as concepts of interest for the public administration literature, 
as described above. The resulting set of questions pertains to job satisfaction, pay satisfaction, motivation, 
assessments of leadership’s trustworthiness and tendency to motivate, a measure of performance manage-
ment related to promotion, and the clarity respondents have over goals and tasks. Comparison with the top-
ics in figure 21.1 indicates that the topics we focus on are key elements of major surveys of public servants.

Table I.1 in appendix I provides further details on the survey questions used from each of the surveys, 
their original and transformed scales, and the extent of missing observations in the underlying data. Across 
surveys, question items related to job and pay satisfaction, leadership, performance incentives, and goal and 
task clarity are nearly identical except for some small adjustments implemented in response to testing in the 
local context.8

All the measures are based on single items. Though this deviates from some common practices, such as 
the use of Perry scales to measure public service motivation, it reduces the dimensionality of comparison 
in our setting, where few surveys used similar indexes. Most survey outcomes use a response scale ranging 
from 1 to 5, where 1 is the most negative and 5 is the most positive response.9 For surveys where this was not 
the case, we rescale outcomes to fit on a 1–5 scale. Where a midpoint is missing, scores are split and rounded 
up to the next full point on a 1–5 scale.

The resulting data set combines multiple surveys of public servants in as coherent a way as possible 
given the differences in the underlying questions. Given the paucity of published public servant survey data, 
this provides a relatively unique opportunity to understand the spread of responses to the typical measures 
 contained in such surveys.

To augment the analysis of variance, we consolidate a set of explanatory variables from the surveys 
that are frequently used for subgroup analysis in reporting on public servant surveys. One of the two most 
common ways public administration statistics are investigated is by demographic categories. Breaking down 
statistics by employee demographics can be valid in its function to provide accountability to different interest 
groups (for example, ethnic minorities and women in the workforce).

It is unclear to what extent demographic characteristics have explanatory value. Parola et al. (2019) find 
in a meta-analysis that age and gender are significantly related to different levels of public sector motivation. 
However, the confidence intervals are large and span zero for gender in many specifications. The analysis 
does not control for other individual and job characteristics, such as time in the job and job type. Cantarelli, 
Belardinelli, and Bellé (2016) find no significant association between gender and age and leadership assess-
ments. The literature on correlates between demographic variables and other measurements, such as job 
satisfaction, is largely lacking or based on studies with ad hoc and very small samples. For our analysis, we 
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thus refer to the following set of variables as demographics: gender, age, tenure in public service, and mana-
gerial level. Where demographic characteristics are missing, we impute the median response for continuous 
and ordinal variables and the mode for categorical variables.10

The second type of explanatory variable typically used in studies of public administrations is institutional 
markers (for example, local or regional governments, organizations, agencies, and teams). Governments 
naturally want to understand how different government organizations and subunits compare in order to 
develop targeted strategies to improve performance. Once again, whether institutional divisions are strong 
predictors of variation in public service surveys is unclear. In their review of studies on motivation and 
leadership, Hameduddin and Engbers (2022) find no significant differences in the relationship between the 
two variables by the level of government. Table 21.1 provides details of the hierarchical level we use in each 
country to approximate organization (unit) and department (subunit).

WHICH PUBLIC SERVICE SURVEY MEASURES VARY?

Table 21.2 presents descriptive statistics for the surveys we assess, and figure 21.2 presents corresponding 
standardized distributions of the variables across surveys. In general, pay satisfaction is low while motivation 
and, to some extent, job satisfaction is high, in line with theories of the public service that see pay satisfac-
tion as a limited component of public sector motivation. Assessments of leadership and meritocratic promo-
tion receive some of the lowest scores across countries.

There is a degree of variation in all measures and in all countries. As shown in table 21.2, standard 
deviations in the aggregate panel (the means of the statistics in the rest of the table) range between 0.72 and 
1.24 on a five-point scale. As a benchmark, if responses are uniformly distributed over a five-point scale, the 
standard deviation is 1.15.

A number of features stand out. First, there is a distinct negative skew to the variables, with modal 
responses of 4 or 5. This interpretation is summarized by the motivation scales’ highly negative skew (−2.44 
in the aggregate panel), indicating that most people report high levels of motivation.11 Assessments of task 
and goal clarity and job satisfaction also show considerable—albeit more positive—skew, followed by those 

TABLE 21.1 Surveys Used in the Analysis

Survey country Year Unit N Subunit N

Chile 2019 Organization 31 Subunit within the government organization 417

China 2015 City administration 4 Subunit defined by nature of sector and 
associated task

28

Colombia 2020 Central government/local government 84 Ministry within central government/local 
government organization

488

Ethiopia 2016 Central government/local government 53 Ministry within central government/sectoral 
office within local government

198

Ghana 2018 Central government organization 40 Subunit within the government organization 196

Guatemala 2019 Organization 15 Region 176

Liberia 2016 Central government organization 30 Subunit within the government organization 104

Philippines 2014 Central government agency 6 Locality within central agency 18

Romania 2019 Central government/regional 
government/local government

13 Ministry within central government/sectoral 
office within regional and local government

54

United States 2019 Agency 30 Level one units (one level below agency) 222

Source: Original table for this publication .
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TABLE 21.2 Descriptive Statistics for Surveys of Public Servants

Country Variable Mean Median SD Skew
Shannon’s 

entropy N

Aggregate Job satisfaction 3 .88 4 .29 0 .92 –1 .16 1 .05 7

Pay satisfaction 2 .8 2 .88 1 .12 0 .21 1 .21 8

Motivation 4 .42 4 .67 0 .72 –2 .44 0 .85 6

Leadership trust 3 .84 4 .2 1 .13 –1 .01 1 .27 5

Leadership motivates 3 .66 4 1 .12 –0 .88 1 .36 5

Meritocratic promotion 3 .54 3 .75 1 .24 –0 .83 1 .3 8

Goal clarity 4 .01 4 .25 0 .89 –1 .31 1 .13 8

Task clarity 4 .15 4 .38 0 .8 –1 .5 1 .02 8

Chile Job satisfaction 4 .16 4 0 .87 –1 .23 1 .15 10,926

Pay satisfaction 2 .82 3 1 .23 0 .11 1 .53 11,082

Motivation 4 .6 5 0 .61 –1 .99 0 .78 10,955

Leadership trust 3 .75 4 1 .18 –0 .85 1 .43 10,605

Leadership motivates 3 .52 4 1 .22 –0 .57 1 .51 10,675

Meritocratic promotion 2 .7 3 1 .4 0 .24 1 .58 9,303

Goal clarity 4 .42 5 0 .75 –1 .66 0 .97 10,973

Task clarity 4 .46 5 0 .73 –1 .67 0 .94 10,978

China Job satisfaction 3 .85 4 0 .68 –1 0 .96 2,477

Pay satisfaction — — — — — —

Motivation — — — — — —

Leadership trust — — — — — —

Leadership motivates — — — — — —

Meritocratic promotion 3 .62 4 0 .93 –0 .64 1 .3 2,473

Goal clarity — — — — — —

Task clarity — — — — — —

Colombia Job satisfaction 4 .43 5 0 .76 –1 .76 0 .96 9,693

Pay satisfaction — — — — — —

Motivation 4 .57 5 0 .59 –1 .7 0 .77 9,710

Leadership trust — — — — — —

Leadership motivates — — — — — —

Meritocratic promotion — — — — — —

Goal clarity — — — — — —

Task clarity 4 .27 4 0 .84 –1 .51 1 .08 17,595

Ethiopia Job satisfaction 3 .04 4 1 .31 –0 .3 1 .2 1,117

Pay satisfaction 2 .12 2 1 .17 0 .81 1 .13 1,125

Motivation — — — — — —

Leadership trust — — — — — —

Leadership motivates — — — — — —

Meritocratic promotion 2 .91 3 1 .54 –0 .01 1 .56 1,121

Goal clarity 3 .13 3 0 .85 0 .03 1 .25 368

Task clarity 2 .93 3 0 .81 0 .41 1 .17 368

(continues on next page)
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TABLE 21.2 Descriptive Statistics for Surveys of Public Servants (continued)

Country Variable Mean Median SD Skew
Shannon’s 

entropy N

Ghana Job satisfaction — — — — — —

Pay satisfaction 1 .33 1 0 .87 2 .78 0 .65 2,632

Motivation 4 .49 5 0 .81 –2 .18 0 .93 1,103

Leadership trust — — — — — —

Leadership motivates 4 .25 5 1 .09 –1 .61 1 .15 1,384

Meritocratic promotion 4 .6 5 1 .05 –2 .73 0 .66 1,276

Goal clarity 4 .32 5 0 .95 –1 .37 1 .12 1,503

Task clarity 4 .44 5 0 .82 –1 .51 1 .01 1,510

Guatemala Job satisfaction — — — — — —

Pay satisfaction 3 .18 4 1 .07 –0 .3 1 .2 1,138

Motivation — — — — — —

Leadership trust 3 .59 4 1 .05 –1 .11 1 .26 579

Leadership motivates 3 .47 4 1 .06 –0 .93 1 .32 585

Meritocratic promotion 3 .02 3 1 .22 –0 .18 1 .54 574

Goal clarity 4 .08 4 1 .01 –0 .9 1 .27 748

Task clarity 4 .28 5 0 .88 –1 .01 1 .13 747

Liberia Job satisfaction 3 .31 4 1 .09 –0 .74 0 .94 2,651

Pay satisfaction 2 .33 2 1 .13 0 .61 1 .09 2,670

Motivation 3 .33 3 1 .31 –0 .43 1 .55 2,687

Leadership trust 3 .89 5 1 .36 –0 .77 1 .13 839

Leadership motivates — — — — — —

Meritocratic promotion 4 .39 5 1 .03 –1 .91 0 .94 486

Goal clarity 3 .84 4 1 .04 –0 .71 1 .35 1,407

Task clarity 3 .82 4 1 –0 .4 1 .34 1,410

Philippines Job satisfaction — — — — — —

Pay satisfaction 2 .9 3 1 .14 –0 .08 1 .42 1,768

Motivation — — — — — —

Leadership trust — — — — — —

Leadership motivates — — — — — —

Meritocratic promotion — — — — — —

Goal clarity 3 .78 4 0 .93 –1 .04 1 .2 1,766

Task clarity — — — — — —

Romania Job satisfaction 4 .62 5 0 .65 –2 .18 0 .79 2,716

Pay satisfaction 4 .09 4 1 .17 –1 .5 1 .2 2,690

Motivation 4 .92 5 0 .35 –6 .29 0 .27 2,726

Leadership trust 4 .01 4 0 .88 –1 .26 1 .16 1,624

Leadership motivates 3 .88 4 0 .96 –1 .02 1 .26 1,667

Meritocratic promotion 3 .82 4 1 .5 –0 .96 1 .33 612

Goal clarity 4 .83 5 0 .52 –3 .97 0 .48 2,707

Task clarity 4 .88 5 0 .45 –4 .94 0 .38 2,723

(continues on next page)
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TABLE 21.2 Descriptive Statistics for Surveys of Public Servants (continued)

Country Variable Mean Median SD Skew
Shannon’s 

entropy N

United 
States

Job satisfaction 3 .75 4 1 .07 –0 .88 1 .36 573,255

Pay satisfaction 3 .59 4 1 .15 –0 .73 1 .43 572,853

Motivation 4 .58 5 0 .65 –2 .04 0 .82 601,274

Leadership trust 3 .96 4 1 .18 –1 .08 1 .36 582,758

Leadership motivates 3 .17 3 1 .25 –0 .29 1 .55 565,650

Meritocratic promotion 3 .25 3 1 .23 –0 .43 1 .52 558,198

Goal clarity 3 .64 4 1 .1 –0 .84 1 .39 569,466

Task clarity 4 .13 4 0 .87 –1 .38 1 .12 598,601

Source: Original table for this publication .
Note: The table shows the mean, median, standard deviation (SD), skew, and Shannon’s entropy for each variable in each survey data set we analyze . Skew 
indicates the extent to which observed values divert from the balance of observations on each side of the scale characteristic of normal distributions . Shannon’s 
entropy is a measure of variation for categorical variables . It describes the log likelihood of a category’s being observed . If the measure equals zero, then all 
observations are of the same category . If the measure equals one, then the number of observations per category is equal (or near equal) . For the aggregate 
panel, the numbers presented are a simple average of those presented for individual surveys in the rest of the table . — = not measured .

on leadership and promotion. Thus, current practice in measure design compacts a significant proportion of 
the variation into a minority of the response categories. This limits discriminating variation and the effec-
tiveness of the measures.

Second, we find that responses vary more for measures that assess institutional characteristics, such as 
leadership, and the extent to which respondents perceive promotion to be linked to performance, relative 
to questions about individual characteristics. As the aggregate panel of table 21.2 shows, measures related 
to these topics all have standard deviations above one, while variation in measures of job satisfaction and 
motivation are lower. As can be seen in figure 21.2, responses about the respondent’s characteristics tend to 
be rated toward the top of the scale for most individuals. This pattern tends to hold in all of the countries we 
assess.

A different way to see the relative variation in variables related to organizational features is presented in 
figure 21.3. The figure presents the standard deviation of individual topics across our surveys. The first three 
topics relate to measures of the self (how motivated a person is), the second group to interactions between 
the individual and the organization (the extent to which an individual understands the organization’s 
goals), and the third group to perceptions of organizational characteristics (whether leadership is trusted). 
Figure 21.3 makes clear that across surveys and countries, we see a surprisingly large degree of commonality 
in which topics vary more than others and in the extent of variation for a single topic. This implies that there 
are commonalities in the nature of survey responses across settings. Comparing across topic groups, we see 
that concepts related to a general assessment of the organization exhibit greater variation than those more 
focused on the self. 

Since the data are rather skewed, relying on standard deviation as a summary statistic has its drawbacks. 
Patterns gleaned from looking at the standard deviation and skew of all measures are reflected in Shannon’s 
entropy index. The index equals zero when all observations assume one value and increases as observations 
tend to assume different values in equal proportions. Using Shannon’s entropy index, the variation in the 
aggregate panel ranges from 0.85 to 1.36. As a benchmark, if responses are uniformly distributed over a 
five-point scale, Shannon’s entropy index equals one. Similar to values of standard deviations, the highest 
diversity according to Shannon’s entropy index lies in leadership and performance questions, while motiva-
tion has the lowest index value (0.85), meaning the least diversity. When looking at measures within coun-
tries, rankings of diversity hold up in most cases where comparisons can be made, suggesting that patterns of 
diversity in responses apply across country contexts.
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FIGURE 21.2 Distributions of Standardized Scores

Source: Original figure for this publication .
Note: The panels (corresponding to distinct topics) are ordered in ascending order of the standard deviation (SD) of the measure across 
surveys . The standard deviation shown above each panel is an average of those in the underlying surveys .
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FIGURE 21.3 Average Response Variance across Surveys and Question Topics
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Note: Horizontal lines illustrate the average standard deviation (y-axis variable) across a given group of questions .

Fourth, the results in table 21.2 suggest that sample size is not a central mediating factor in the extent 
of variation. The degree of variation in surveys with a thousand or so respondents is not dissimilar to those 
with tens or hundreds of thousands. One interpretation of this fact is that the underlying distributions across 
public service entities are relatively stable and are not simply artifacts of measurement error. This could be 
taken as validation of our approach.

FOR WHOM DO PUBLIC SERVICE SURVEY MEASURES VARY?

To what extent do the survey measures documented in the last section vary substantively by country, organi-
zation, unit within the organization, and demographics? To investigate this question, we fit fixed-effect mod-
els to our focal measures and compare the explanatory power of these features.12 For all surveys, we exclude 
subunits that have fewer than two respondents (2.2 percent of all respondents with nonmissing values of unit 
and subunit variables).

The results of a series of analysis of variance (ANOVA) exercises are displayed in table 21.3. Here, the 
dependent variable is the measure of the topic of interest, and each row of a panel is a distinct regression 
including variables outlined in the “Models” column. Demographic models include the variables listed 
above—that is, gender and tenure in public service, as well as age (for all except the United States) and 
managerial status (for Chile, Colombia, Ghana, Guatemala, and the United States). “Country,” “unit,” and 
 “subunit” indicate the inclusion of fixed effects at the corresponding level, with unit and subunit defined 
along the lines outlined in table 21.1.

A broad assessment of the measures we include, which are typical factors drawn on in reports on public 
service surveys, indicates that they all explain a significant portion of the variation we seek to explore. Of the 
24 F-tests we undertake, all are significant at the 5 percent level.
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TABLE 21.3 Compare Models: ANOVAs, Nested

Variable Model
Residual 

df RSS df
Sum of 
squares F-stat Pr R2

Adjusted 
R2

Job 
satisfaction

Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

616,400
616,394
616,091
614,047

694,485
685,684
675,248
665,135

6
303

2,044

8,801 .12
10,436 .06

10,113 .33

1,354
32

4 .57

0 .00
0 .00
0 .00

0 .01
0 .02
0 .04
0 .05
0 .24

0 .01
0 .02
0 .04
0 .05

Pay 
satisfaction

Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

609,406
609,399
609,130
607,351

826,499
795,521
782,511

749,507

7
269

1,779

30,977 .73
13,010 .01

33,004 .34

3,586
39 .2

15 .03

0 .00
0 .00
0 .00

0 .01
0 .05
0 .07
0 .10
0 .40

0 .01
0 .05
0 .06
0 .10

Motivation Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

642,380
642,375
642,093
640,062

277,121
272,429
270,640
267,870

5
282

2,031

4,692 .82
1,788 .93
2,769 .50

2,243
15 .16
3 .26

0 .00
0 .00
0 .00

0 .01
0 .02
0 .03
0 .04
0 .44

0 .01
0 .02
0 .03
0 .04

Leader: Trust Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

608,171
608,167

608,033
607,044

839,113
838,490
830,463
819,823

4
134

989

622 .87
8,027 .20

10,640 .20

115 .30
44 .36

7 .97

0 .00
0 .00
0 .00

0 .01
0 .01
0 .02
0 .03
0 .05

0 .01
0 .01
0 .02
0 .03

Leader: 
Motivation

Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

591,842
591,838
591,679
590,411

928,523
924,733
89,700

876,150

4
159

1,268

3,789 .80
27,730 .55
20,852 .75

638 .46
117 .5
11 .08

0 .00
0 .00
0 .00

0 .01
0 .01
0 .04
0 .06
0 .14

0 .01
0 .01
0 .04
0 .06

Meritocratic 
promotion

Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

585,446
585,439

585,171
583,544

868,379
861,128

842,951
824,321

7
268

1,627

7,250 .71
18,177 .21

18,629 .89

733 .26
48 .01

8 .11

0 .00
0 .00
0 .00

0 .02
0 .03
0 .05
0 .07
0 .27

0 .02
0 .03
0 .05
0 .07

Goal clarity Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

601,764
601,757
601,488
599,824

723,096
712,487
698,168
685,129

7
269

1,664

10,608 .59
14,319 .39

13,039 .43

1,327
46 .60

6 .86

0 .00
0 .00
0 .00

0 .01
0 .03
0 .05
0 .06
0 .23

0 .01
0 .03
0 .04
0 .06

Task clarity Demographics
Demographics + country
Demographics + country + unit
Demographics + country + unit + subunit
Nested RE model

649,539
649,532
649,155

646,343

486,185
482,436
477,083
470,732

7
377

2,812

3,748 .90
5,353 .09
6,351 .41

735 .4
19 .50

3 .10

0 .00
0 .00
0 .00

0 .01
0 .02
0 .03
0 .04
0 .34

0 .01
0 .02
0 .03
0 .04

Source: Original table for this publication .
Note: The first four lines for each variable summarize test statistics for analyses of variance and how the model fit compares to the next more complex model . 
The first row refers to a model that only includes demographic predictor variables . These include the respondent’s gender and tenure in public service, as well 
as age (present in all surveys except for the United States) and managerial status (for Chile, Colombia, Ghana, Guatemala, and the United States) . Individual 
missing values for age and tenure are imputed using the median and mean values, respectively . Missing values for the gender and managerial status variables 
are assigned to the “missing” category . Rows two through four progressively add country, unit, and subunit level dummies to the model . The F-test for each 
model indicates whether it has a better fit than the simpler model specified above . Models with lower residual sums of squares (RSS) and a higher (adjusted) 
R-squared explain a larger proportion of the variance . The last, fifth, line for each variable reports the model fit for a nested model that nests subunits into units 
and units into countries . If the R-squared of the nested model is larger than the values in the lines above it, the nested model is a better fit . ANOVAs = analyses 
of variance; df = degrees of freedom; Pr = probability associated with the F-statistic; RE = residual error .
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Our analysis begins with an assessment of the extent to which basic demographic characteristics of respon-
dents are predictive of their answers. Demographics explain between 0 and 2 percent of the variation across 
measures, with no clear pattern across different measures. Of the demographic variables, managerial position 
tends to explain the largest portion of variation, followed by age, gender, and tenure. Thus, public service 
 measures vary most for managers compared with nonmanagers in the data sets we study.

Our ANOVA results suggest that the determinants of variation we observe are mediated by the nature 
of the variable. Country effects are significant throughout the analysis, but these may pick up both national 
commonalities in responses as well as differences in survey wording, enumeration, and so on. They are 
particularly important for respondents’ assessments of their own characteristics, such as motivation, job 
satisfaction, and pay satisfaction. Thus, though more intimate features of self-identity vary the least, they are 
the most likely to be predicted by demographic features or national boundaries.

In rows three and four of each panel in table 21.3, we add measures of institutional structures indi-
cating the unit and subunit the respondent works in. Focusing on the sum of squares each set of variables 
explains, we see that relative to country fixed effects, the institutional features explain a small proportion of 
the variance in job satisfaction, pay satisfaction, and motivation, in comparison to their much more signif-
icant role in assessments of leadership and organizational features (such as the extent to which promotions 
are generally meritocratic and how individual respondents understand organizational goals and tasks and 
their relationships to them). Institutional variables therefore appear to have more predictive power for those 
variables more closely aligned to hierarchy.

Intuitively, institutional structures are more predictive of those features of public service life generated 
by those structures. This implies that elements of public service defined most fully within the individual 
respondent, such as motivation, are in fact relatively stable across institutional settings. The core motivation 
of public servants seems relatively robust to their office, while perceptions of the quality of leadership are 
highly dependent on the unit and subunit in which an official works.

We perform a series of robustness exercises. Since three countries use different scales for three measures, 
we perform a robustness check whereby we rerun the main models excluding these countries. The results are 
presented in table I.2 in appendix I. We also rerun all analyses on data without imputation, using a listwise 
deletion instead. The results are presented in table I.3 in appendix I. Regression diagnostics indicate that 
none of the variables of interest has normally distributed error terms (see table I.4 in appendix I). Therefore, 
we rerun all models with the outcome variables transformed using Box-Cox transformations (see figure I.1 
and table I.3 in appendix I for details). The robustness checks broadly support our core results.

Finally, we also fit mixed models in row five of each panel of table 21.3. Fixed-effect models do not 
account for the nested structure of data—public administrators who are located within subunits are nested 
in units that belong to organizations.13 The mixed models have fixed effects for demographics, country, and 
unit and random effects for subunits nested within these. We do not fit random slopes as our main set of 
predictor variables is categorical and we have no clear hypotheses of interactions between predictor vari-
ables. Taking into account the nested structure of the explanatory variables does not significantly alter the 
interpretation.

DISCUSSION

There is little systematic evidence available on variation in the measurements typically used to assess the 
nature of public administration. In this chapter, we have provided descriptive statistics for, and assessed 
variation in, a range of the most common indicators of public administration. We have done so based on 
a unique data set of public service surveys conducted in 10 countries in Africa, Asia, Europe, and North 
and South America. The statistics presented in table 21.2 provide benchmarks for other analysts to use 
in assessing variation in their own surveys of public servants. They answer the question “Which public 
service survey measures vary?” The analysis in table 21.3 provides evidence of which features of public 
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administration are predictive of these measures, and thus answers “For whom do public service survey 
measures vary?”

Our results point to less variation in measures related to personal characteristics, such as motivation, 
than in institutional variables, such as assessments of leadership. Personal characteristics are predicted more 
strongly by demographics and country fixed effects than institutional features, which are more strongly 
predicted by the units and subunits in which respondents work. The most substantial variation in surveys 
of public servants is in organizational characteristics, and these are determined by the office a respondent 
works in.

Our findings may reflect both the design of questions common in public servant surveys as well as a 
skew in the latent features of public service on which we have focused. For example, it may be that moti-
vation is very high across all the public service entities we study, and our measures accurately reflect this. 
However, the negative skew we observe may be an indication that survey questions could be better designed 
and analyzed to explore the variation at the top of affected measures. Given the ambition of this chapter to 
inform the design of public servant surveys, we conclude with a discussion of avenues for responding to this 
finding.

Developing More-Discriminatory Measures

Validity of Scales and Skew
The first question raised by the compressed variance and extreme skew in most of these measures is whether 
these are artifacts of the survey measures employed, or whether they capture the realities of public admin-
istrations. As the introduction of this chapter summarized, for some measures, particularly motivation 
and leadership scales, an extant body of research on their validation reinforces our findings as reflections 
of  reality. However, this does not preclude the possibility that current measures do not adequately capture 
distributions of concepts in real populations.

Observed patterns of skew could be driven by several factors related to measurement: social-desirability 
bias (see Kim and Kim [2016] for a discussion related to public service motivation), cognitive biases related 
to the choice of reference category, and extreme response bias (Tourangeau 2003). Public administrators may 
feel pressured to indicate high levels of motivation, for instance, in case their responses are ever disclosed 
(even if such disclosure never occurs in practice). Alternatively, there may be no desirability bias at play, but 
skew and kurtosis may simply be driven by cognitive biases. For instance, the medium fallacy is a common 
psychological bias that makes people believe they are better than the average person (which, statistically, 
cannot be true for everyone). Extreme response bias may also explain some of the observed patterns. It has 
been shown that some individuals have a greater tendency to pick extreme points on scales than others 
(Hibbing et al. 2019). One approach to these concerns is to tweak questions so that their scales have a greater 
range of options to discriminate between higher values of response. Another is to provide anchors to which 
respondents can relate their experiences.

Analysis Strategies and Skew
If measures are valid, the second concern raised by our observations of extreme skew in the data pertains to 
analysis methods. How can an analyst approach highly skewed data? There are several strategies that can be 
pursued to help address them.

The first is to include other questions in surveys that allow analysts to quantify the potential drivers of 
skew. For example, surveys could include social-desirability scales, which could then be used in regression 
analysis to (partially) control for bias introduced via this avenue.

A second strategy is to reweight data points by using transformations such as the log or Box-Cox trans-
formations, as used in this chapter. Such an approach can “smooth out” the distribution of a skewed variable, 
conditional on a reinterpretation of the corresponding results.
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Another strategy is to approach skewed responses differently than other points in the data. Several 
sophisticated strategies have also been developed to deal with extreme response bias. For example, item 
response tree (IRTree) models adjust for extreme responses by modeling a two-stage decision-making 
process. The multidimensional nominal response model (MNRM) recodes extreme responses as a separate 
dimension and includes them as dummies in regressions. Partial credit models use random effects to control 
for biases introduced by extreme responses (see Falk and Ju [2020] for a recent evaluation of their compara-
tive performance).14

As this chapter has illustrated, there is a danger that the error terms of skewed variables are not 
normally distributed (and are potentially also heteroskedastic). Analysts can employ regression 
diagnostics, as used in table I.4 in appendix I, to assess the nature of their data more thoroughly. In 
response to the nonnormality of measures, they might consider employing bootstrapping methods in 
their analysis (see Afifi et al. 2007).

Building the Evidence Base Further
The specific culture of public service will determine the challenges to survey measurement that analysts will 
face. Though international comparisons are useful, particularly given the commonalities we have observed 
across surveys in this chapter, generating evidence on survey design is best done at the survey level. The 
analysis undertaken in this chapter could be repeated for multiple rounds of the same survey or for distinct 
departments or geographical regions covered by a survey. Such work builds a picture of which measures of 
public administration provide discriminating variation and which do not.

It has been difficult to assess the predictive validity of measures standard in public servant surveys. 
Assessments of discriminant validity are more common, but they could be expanded to address the theoret-
ical overlap and imprecision of many concepts utilized in public administration research (see chapter 24 on 
discriminant validity for a recent evaluation). One key problem is that the vast majority of research in public 
administration, and the validation relating to the measurement used, is reliant on surveys (see Strauss and 
Smith [2009] for a discussion of developments in the philosophy of science on construct validity). Using the 
same methodology to test a measure can severely inflate its construct validity. Future research thus faces a 
pressing need to link survey and self-reported data to other ways of measuring the same concepts, such as 
administrative and behavioral data (for example, turnover, sick leave, performance ratings, output efficiency, 
and career progression). None of these measures is superior on its own to survey measurement. However, 
using Campbell and Fiske’s (1959) multitrait-multimethod matrix methodology, the robustness of validity 
assessments of key concepts in public administration research can be improved: if the measured concepts are 
universal, they should manifest in different contexts and be detectable with a variety of methods. Their quan-
tities should not change substantially as a function of method. Where adequate quantitative data are missing, 
qualitative methods could help to assess the validity of survey measures (see chapter 4 for a discussion of the 
problems with monolithic approaches to methodology).

Where experimentation is feasible, analysts may build evidence as to what is driving the (skewed) vari-
ation in responses. Cognitive biases could be addressed by using randomized controlled trials to systemati-
cally evaluate which features of a survey might cause greater skew in response. By combining this evidence 
with objective measures, where available, analysts can answer the questions posed in the title of this chapter 
with increasingly granular detail for their survey(s) of interest.

NOTES

1. Given that so many features of public administration may vary across units of observation, and the challenge of measuring 
these features, the use of surveys seems a natural response. An alternative approach would be to use administrative data to 
measure variation—for example, by using the extent to which officials leave a department (turnover data) as a measure of 



CHAPTER 21: DESIGNING SURVEY QUESTIONNAIRES 467

satisfaction. But such a measure is very crude, only measuring satisfaction once it is at its lowest level and an official leaves 
the department, and has a range of other issues. Survey variation helps us understand the extent to which respondents 
perceive or experience things differently or similarly across the full distribution of values by asking the party of interest 
directly. 

 2. A survey measure is valid when it appears to measure the concept of interest (face validity) and covers relevant dimensions 
of the concept of interest (content validity), as well as to the extent that the measurement correlates with those that 
theoretically should be correlated (criterion validity) and captures variation not already captured by other variables 
(discriminant validity) (see chapter 24).

 3. This reliance is very much based in the difficulty of accessing alternative data sources and the latent nature of most concepts 
of interest.

 4. Guajardo (1996) looks into variation in demographic variables used as a proxy for diversity and representation in the public 
sector but restricts attention to studies with this common source bias.

 5. This is not to say, of course, that there is not significant scholarship on these organizational psychology concepts in the 
public service (Esteve and Schuster 2019). Dozens of studies have, for instance, focused on leadership in the public sector. 
These organizational psychology concepts have, however, not been aggregated into a separate model of civil service 
governance, akin to Weberianism or new public management.

 6. Measures of pay satisfaction are intimately linked to job satisfaction. They are commonly measured as a part of job 
satisfaction or separately, via a single item.

 7. As evidenced by private correspondence between the authors and the Australian, Canadian, Irish, UK, and US 
governments, which forms the basis of the more in-depth case studies of measurement featured in chapters 25 and 26.

 8. For example, in Ethiopia, the question on pay satisfaction was phrased “To what extent would you say you are satisfied with 
your salary?”; in Liberia, it was “How satisfied are you with your total income?”; and in Ghana, it was “My salary is very 
satisfactory.”

 9. The exception is work motivation, which is measured the same for all but three surveys. In Ethiopia, Liberia, and the 
Philippines, civil servants were asked to compare their motivation today to when they started. In Ethiopia and the 
Philippines, they were provided with an answer scale ranging from 0 to 100, while in Ethiopia, a 0–10 scale was used. In 
Ghana, civil servants were asked to rate the extent to which they “would feel an obligation to take time from my personal 
schedule to generate ideas/solutions for the organization if it is needed.”

10. All surveys have data available on the respondent’s gender and tenure in public service. The age variable is missing for the 
United States, and the managerial level is missing for China, Ethiopia, Liberia, the Philippines, and Romania.

11. Regression diagnostics indicate that none of the variables of interest has normally distributed error terms (see 
appendix I).

12. Our core approach uses F-tests to test for statistical significance, but we also run Wald tests using robust standard errors, 
and results do not differ.

13. Note that the unit-inside-organization classifier is not homogeneous across countries. For instance, in some cases, units 
are ministries, while in others, they are local governments, while subunits may refer to teams inside ministries or regional 
offices of ministries, for instance.

14. All such models can easily be implemented in standard statistical software; for example, in R, using packages such as mirt 
and eRm.
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SUMMARY

Surveys of public servants differ sharply in the extent of item nonresponse: respondents’ skipping or 
refusing to respond to questions . Item nonresponse can affect the legitimacy and quality of public 
servant survey data . Survey results may be biased, for instance, if those least satisfied with their jobs 
are also most prone to skipping survey questions . Understanding why public servants respond to 
some survey questions but not others is thus important . This chapter offers a conceptual framework 
and empirical evidence to further this understanding . Drawing on the existing literature on survey 
nonresponse, the chapter theorizes that public servants are less likely to respond to questions that 
are complex (because they are unable to) or sensitive (because they are unwilling to) . This argument is 
assessed using a newly developed coding framework for survey question complexity and sensitivity, 
which is applied to public service surveys in Guatemala, Romania, and the United States . The results 
imply that one indicator of complexity—the unfamiliarity of respondents with the subject question—to 
be the most robust predictor of item nonresponse across countries . By contrast, other indicators in the 
framework or machine-coded algorithms of textual complexity do not predict item nonresponse . The 
findings point to the importance of avoiding questions that require public servants to speculate about 
topics with which they are less familiar .

Robert Lipinski is a consultant and Daniel Rogger is a senior economist in the World Bank’s Development Impact Evaluation (DIME) 
Department. Christian Schuster is a professor at University College London.

CHAPTER 22

Designing Survey 
Questionnaires
To What Types of Survey Questions Do 
Public Servants Not Respond?

Robert Lipinski, Daniel Rogger, and Christian Schuster



THE GOVERNMENT ANALYTICS HANDBOOK472

ANALYTICS IN PRACTICE

 ● Surveys of public servants typically rely on voluntary responses from public servants. For this reason, 
they may suffer not only from unit nonresponse—that is, public servants’ not responding to sur-
veys at all—but also item nonresponse—that is, public servants’ not responding to particular survey 
questions.

 ● Assessments of three public servant surveys spanning three continents imply that item nonresponse 
is a significant concern in the public sector. In some survey modules, nonresponse can be as high as 
30 percent.

 ● Public servants are typically more educated than the average survey respondent, and their daily duties 
are closely aligned with the task of filling in a questionnaire. As such, the determinants of nonresponse in 
surveys of public servants may be distinct from those identified in the existing literature.

 ● This chapter presents a coding framework that allows survey analysts to measure the complexity 
and sensitivity of different questions in a public service questionnaire. Such assessments provide an 
important exercise in assessing survey quality.

 ● The analysis finds one indicator of complexity—the unfamiliarity of respondents with the subject 
question—to be the most robust predictor of item nonresponse across countries. Surveys of public 
servants should carefully consider the need for questions that require public servants to speculate about 
topics they are less familiar with, as they are associated with greater item nonresponse.

 ● In contrast, no other margin of complexity or sensitivity is a particularly acute source of nonresponse. 
At least in terms of missing data, the current analysis implies that public officials can handle many 
aspects of complex and sensitive topics.

 ● The manual coding approach is compared to common machine-coded assessments of complexity and 
find that a manually coded assessment of unfamiliarity outperforms machine-coded variables.

INTRODUCTION

Surveys of public servants typically rely on voluntary responses from public servants. For this reason, they 
may suffer not only from unit nonresponse—that is, public servants’ not responding to surveys at all or 
dropping out of the survey (see chapter 19)—but also item nonresponse: public servants’ not responding to 
particular survey questions. They may, for instance, skip survey questions in online surveys, refuse to answer 
questions in face-to-face surveys, or simply indicate “I don’t know” in response to questions.

Item nonresponse is a challenge for both the quality and legitimacy of public service survey data. Item 
nonresponse may undermine the quality of public service survey data because having fewer responses 
enhances the variance of items. From a legitimacy perspective, high item nonresponse undermines poten-
tial uses of the data, as skeptics can critique the inferences drawn from items with high nonresponse as not 
representative of the survey population. If nonrespondents differ in a systematic way from respondents, 
questions can produce biased point estimates (Haziza and Kuromi 2007). This is not inconceivable: survey 
results may be biased, for instance, if those least satisfied with their jobs or those with reason to hide their 
behavior are also most prone to skipping survey questions.

Understanding what types of questions public servants tend to respond to and what types of questions 
prompt item nonresponse is thus important for survey designers. It provides a basis for designing questions 
that reduce item nonresponse and thus for enhancing public service survey quality and legitimacy. This is 
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important not least because surveying public servants about certain topics—such as satisfaction, motivation, 
or assessments of leadership—is often the only means to obtain data on these topics. Given the absence of 
other data sources to measure them, improved questionnaire design is the only alternative for valid data 
collection.

To date, public service surveys have varied in the extent to which their questions yield nonresponse. As 
illustrated in figure 22.1—which draws on data from public service surveys in Guatemala, Romania, and 
the United States (and which will be used throughout this chapter)—item nonresponse varies across survey 
modules from almost 0 percent to almost 30 percent in some settings (and up to 60 percent for certain indi-
vidual questions). These figures imply that for certain topics, nonresponse is a substantive concern in public 
service surveys. The variation observed across questions also implies that question characteristics determine 
the likelihood that a question will be answered.

Why do public servants respond to some survey questions but not to others? This chapter offers a con-
ceptual framework and empirical evidence to better understand this question. Conceptually, we build on 
the survey methodology literature, which has broadly argued for two causes of item nonresponse: question 
complexity and question sensitivity. Question complexity leads to item nonresponse when respondents are 
unable to answer a question, even if they are willing. This is due to an excessive cognitive burden on one or 
more steps in the mental process of answering a question: (1) comprehension of the question, (2) informa-
tion retrieval from memory, (3) information integration, and (4) translation to the correct response option 
(Tourangeau 1984; Tourangeau and Rasinski 1988). As detailed below, this burden might arise because a 
question is formulated using complicated or vague language, because a question asks for information that is 
not readily accessible in the respondent’s memory, because a question asks for a simultaneous evaluation of 

FIGURE 22.1 Share of Missing Responses, by Survey Module
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several factors, making it more difficult to render a judgment, or because a respondent’s judgment does not 
correspond to the available answer categories. This burden might also be larger for certain groups of respon-
dents—for example, the elderly.

Question sensitivity, by contrast, leads to item nonresponse when respondents are not willing to answer a 
question, even if they are able to. A sensitive question might infringe on respondents’ privacy or make them 
reluctant to answer due to a fear of social or legal repercussions should the answer become known to third 
parties (Tourangeau, Rips, and Rasinski 2000; Tourangeau and Smith 1996).

While the survey methodology literature on question complexity and sensitivity is substantial, it 
is typically based on assessments of citizen or household surveys. It is unclear whether its findings are 
applicable to surveys of public servants. Public servants typically respond to employee surveys as part 
of their work duties, thus potentially enhancing their willingness to invest cognitive effort into question 
understanding. Moreover, public servants are usually relatively educated and accustomed to bureaucratic 
language, which is often highly technical and more complex than the language used in regular conversa-
tions.1 Therefore, public officials should find it easier to interpret complex syntax and vague terms, and 
their education should enable them to integrate varied information and perform required calculations or 
information retrieval from memory more easily. At the same time, questions in public employee surveys 
often ask for more complex inferences than household surveys—for instance, about employees’ perception 
of the organization or senior management practices. These diverging characteristics of public officials, the 
environment in which they respond to surveys, and the content of surveys put a premium on empirically 
assessing item nonresponse in public employee surveys, rather than simply extrapolating findings about 
item nonresponse from household surveys.

This chapter does this by analyzing missing response patterns in three public administration surveys—
the United States Office of Personnel Management (OPM) Federal Employee Viewpoint Survey (FEVS) and 
two World Bank surveys of public officials in Guatemala and Romania.2 The analysis is based on the creation 
of a coding framework to assess different elements of question complexity and sensitivity, the application 
of this framework to code each of the questions in the aforementioned surveys in terms of complexity and 
sensitivity, and, finally, regressions to assess which of the elements of complexity and sensitivity predict item 
nonresponse.

We find, contrary to literature findings in other contexts, that public officials do not appear to shy 
away from answering questions that are longer, that are characterized by more complex syntax, or that 
require more cognitive effort to answer. We also find only limited evidence that question sensitivity is 
associated with greater item nonresponse. By contrast, we find robust evidence that one subindicator 
of complexity—the unfamiliarity of topics in questions—is associated with item nonresponse across 
all countries. Public officials prefer to not answer questions about topics outside of their immediate 
experience—for instance, about practices in their units and organization at large—a feature we term 
 unfamiliarity. In sum, it appears that relatively highly educated public officials do not struggle with 
terminologically complex questions but are more unwilling or unable to answer questions about their 
broader working environment or to integrate different aspects of the functioning of their organization 
into one response option.

Given the manual nature of the approach to coding the complexity and sensitivity of survey ques-
tions, one natural criticism is that machine-coded measures may perform as effectively in determining 
problem questions but at a lower cost. We therefore perform a comparison of the core results to the 
predictive ability of machine-coded measures. We find that the unfamiliarity index continues to be 
the most effective approach to identifying questions that suffer from nonresponse in public servant 
surveys.

The chapter is organized as follows. Section 2 presents an overview of past work on survey complexity 
and sensitivity. Section 3 shows how the coding framework was constructed and how it relates to the past 
research, as well as the present research design. Section 4 details the results, which are followed by a discus-
sion in section 5. The final section concludes and outlines avenues for future research.
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UNDERSTANDING ITEM NONRESPONSE: LESSONS FROM THE SURVEY 
METHODOLOGY LITERATURE

In essence, the survey methodology literature posits two broad underlying causes of item nonresponse: 
respondents are either unable to answer survey questions (due to different dimensions of question 
 complexity) or are unwilling to answer survey questions (due to different dimensions of question sensitivity) 
(Rässler and Riphahn 2006). We follow the literature in assessing these two central causes of potential item 
nonresponse. To build the coding framework, we discuss the literature on complexity and then on sensitivity.

Complexity

Questions assessing the same underlying concept can be expressed in more or less complex ways. “What is 
your age?” is an extremely common survey question. It is also a question that virtually everyone can under-
stand and answer. “How many orbital periods have passed on the third planet from the sun since your hour 
of birth?” asks for the same information but could leave respondents confused about what the question is 
actually asking for. Although this example is needlessly complicated, some survey questions are longer and 
more convoluted or otherwise hinder respondents who are willing to respond from providing answers. The 
literature typically refers to this quality as question complexity (Knäuper et al. 1997; Yan and Tourangeau 
2008).

Complexity is a multidimensional concept. While its definition is contested, it can perhaps best be 
conceptualized as a set of hurdles that respondents can encounter on their mental pathway from the moment 
they are presented with a question to providing an answer (Tourangeau and Rasinski 1988). Or as Knäuper 
et al. (1997, 181) phrase it, “Question answering involves a series of cognitive tasks that respondents have to 
resolve to provide high-quality data.” These tasks may be objectively more or less difficult, but the effort they 
require may also depend on respondents’ characteristics. To go back to the example used at the beginning of 
this section, the more complex version of the age question would likely pose relatively less trouble to a native 
English-speaking astrophysicist than to someone for whom English is a second language and who has never 
learned about physics.

The literature on cognitive psychology commonly refers to four steps in the question-answering process, 
as outlined by Tourangeau (1984), Tourangeau and Rasinski (1988), and Tourangeau, Rips, and Rasinski 
(2000). These steps are as follows: (1) question comprehension, (2) the retrieval of necessary information 
from memory, (3) the integration of the retrieved information into a judgment or estimate, and (4) the 
translation of the judgment into an appropriate response. Depending on the type and format of a question, 
these steps might vary in length and cognitive difficulty. For example, for a question about age, information 
is easily retrieved from memory but might require some mapping process if the response is not numerical 
but rather matched to predefined age bands.

In the first step, respondents have to comprehend the language used in a question and its intent 
(Holbrook, Cho, and Johnson 2006). Faaß, Kaczmirek, and Lenzner (2008, 2) write that “comprehending 
a question involves two processes which cannot be separated: decoding semantic meaning and inferring 
pragmatic meaning.” Therefore, a question with more elaborate syntax and sentence construction, as well 
as technical or unfamiliar words, requires more cognitive effort to be understood by respondents (Knäuper 
et al. 1997)—an effort they may or may not be able or willing to perform.

It is less obvious whether questions that are longer have a positive or negative impact on comprehension. 
On the one hand, a question might be longer because it explains its purpose and content in more detail, 
thus reducing the cognitive effort required on the part of respondents. On the other hand, a long question 
may simply be convoluted, touch on too many topics, or be difficult to remember in full when providing the 
answer, thus increasing difficulties for respondents (Holbrook, Cho, and Johnson 2006; Knäuper et al. 1997). 
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Other features of a question, like the number of propositions and logical operators (for example, or and 
not), dense nouns (accompanied by many adjectives or adverbs), or left-embedded syntax, can interact 
with the above to complicate even relatively short words and sentences (Faaß, Kaczmirek, and Lenzner 
2008). Cognitive difficulties in comprehension might also depend on individual working memory capacity. 
Research by Just and Carpenter (1992) shows that working memory is a key element of both information 
storage and the computations necessary for language comprehension.

Once respondents have comprehended what information is required, they have to search their memo-
ries to retrieve it. This task is more difficult when the required information refers to the more distant past 
(Krosnick 1991). It is clear that recalling what one had for breakfast this morning, for example, is easier 
than recalling the same information from a week ago. In psychology, this is the well-known phenomenon of 
attitude (or information) accessibility (Fazio 1986). More-accessible attitudes are retrieved from the memory 
more easily and quickly, or, in other words, with lower cognitive effort. The more recently an individual has 
thought about a particular matter, the more accessible this and related considerations are when answering a 
survey (Zaller 1992). Zaller (1992) terms the predominant use of easily retrievable information the “accessi-
bility axiom.”

Apart from the temporal reference frame, attitudes that refer to direct, more recent, or recurrent experi-
ences tend to be more accessible (Berger and Mitchell 1989; Fazio 1989; Fazio and Roskos-Ewoldsen 2005). 
Memories of events that were emotional, unique, or drawn out are more likely to be accessible from memory, 
possibly biasing survey responses in favor of such events (Tourangeau 1984). Finally, it is less burdensome to 
retrieve information related to one item or topic rather than two or more, and surveys should therefore avoid 
what are called double-barreled questions (Krosnick 1991).

The information retrieved then needs to be integrated into a judgment. Depending on the question, the 
difficulty of this process can range from null to very high. Information about one’s gender or age and other 
factual questions about oneself require little integration. By contrast, in other cases, the format in which 
questions are asked can shape the difficulty of integration. Consider the following example of three different 
question formats to measure the role of personal connections in public sector recruitment:

1) Were personal connections (friends and family in the institution) important to get your first 
public sector job?
1 - Yes; 2 - No; 3 - Don’t know

2) How important were personal connections (friends and family in the institution) to getting your 
first public sector job?
1 - Very unimportant; 2 - Somewhat unimportant; 3 - Neither important nor unimportant; 4 - Somewhat 
important; 5 - Very important; 6 - Don’t know

3) Please rank the following criteria in order of the importance they had for obtaining your first 
public sector job:
1 - Personal connections (friends and family in the institution); 2 - Political connections; 3 - Educational 
background; 4 - Previous work experience; 5 - Work-related skills

The first version of the question only requires respondents to make a binary choice about the importance 
of personal connections. The second version requires a more fine-grain evaluation—not only about whether 
personal connections were important but also how important. In the third version, respondents have not 
only to judge the importance of personal connections but also of four other considerations and to evaluate 
them against each other. Clearly, this last approach requires the greatest cognitive effort from respondents.

Much work in psychology has been conducted to determine how people formulate judgments from 
available information. According to Anderson’s (1971) information integration theory, when people formu-
late a judgment, they gather all available pieces of information, assigning value and weight to each of them, 
before summing them up to form a final judgment. Another view, developed mainly in the work of Tversky 
and Kahneman, is that people tend to use a range of heuristic methods to arrive at judgments, like using 
only readily available instances and examples, using resemblance to a prototype, or anchoring based on 
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initial information (Tourangeau 1984; Tversky and Kahneman 1974). A combination of these views has been 
adopted by Zaller (1992) in his “response axiom,” which argues that individuals answer survey questions by 
averaging different considerations, but only those that are immediately salient or accessible to them.

The final stage of question answering is mapping the answer onto the available response options 
(Tourangeau and Rasinski 1988). Holbrook, Cho, and Johnson (2006) mention two possible difficulties at 
this stage. One is the problem of mental multitasking, which occurs because respondents have to simul-
taneously remember the question and the answer options and to map their formed judgments onto them. 
This might be an issue, particularly for individuals who have problems with remembering information—for 
example, the elderly. It might also be overly taxing if response options are descriptive rather than articulated 
on a frequency or Likert-like scale, or if they contain vague words and complex phrases. Second, response 
formats that are hard to understand or that have an ambiguous set of possible responses might compound 
mapping difficulties. Whereas multitasking as an obstacle depends mainly on the respondent, problems 
with the response format are usually due to faulty questionnaire design. To ease the process of translating a 
formed judgment into a response, it is particularly important to ensure that the set of responses to each ques-
tion is both exhaustive and mutually exclusive (Krosnick and Presser 2009).

Across each of these stages, survey question complexity can have multiple effects. Some are less conse-
quential for survey data quality—such as longer response times (Faaß, Kaczmirek, and Lenzner 2008; Yan 
and Tourangeau 2008) or respondents’ asking the interviewer for clarification (Holbrook, Cho, and Johnson 
2006). Some effects of question complexity, however, are more consequential. In particular, complexity can 
invite acquiescence bias or satisficing, in which respondents tend to agree with a complex statement, regard-
less of their true position, in order to avoid cognitive overload (Knäuper et al. 1997; Krosnick 1991; Lenski 
and Leggett 1960). Apart from agreeing with a statement, respondents might ease the cognitive burden by 
selecting the first available response option, choosing randomly, skipping the question, or selecting the “I 
don’t know” option. This last option is an example of strong satisficing because it requires no cognitive effort 
whatsoever.3

In short, the survey methodology literature suggests that complex survey questions heighten the cogni-
tive effort required along the mental process of answering a question and may thus lead to satisficing, includ-
ing item nonresponse. The empirical literature that complements the theoretical considerations outlined 
here finds supporting evidence that each of these answering stages can increase nonresponse. For example, 
Knäuper et al. (1997) find that respondents answer “I don’t know” more often to questions that, among other 
things, contain ambiguous terms or require retrospective or quantity reports. Including these more complex 
question characteristics raised item nonresponse in their study by between 0.5 and 7.7 percentage points 
(and, as expected, more so for individuals with lower cognitive ability). This is substantial, considering that 
in most subgroups, the total share of “I don’t know” responses stayed well below 10 percent.

Sensitivity

Irrespective of how complicated a question is, the extent to which it requests personally sensitive informa-
tion may also impact nonresponse. “How many bribes have you accepted in the last month?” has simple 
syntax, uses precise terms, and has a clearly defined, short, and direct reference frame. It is not a complex 
question. However, the question is sensitive—it asks about behavior that is typically both morally wrong and 
illegal—which is a second source of concern for survey designers.

Unlike complex questions, when people are asked sensitive questions, they usually know the correct or 
true response but are unwilling to provide it. Or, in other words, “data quality does not only depend on the 
accurate recall of facts but also depends on the degree of peoples’ self-disclosure” (Gnambs and Kaspar 2015, 
1238). Sensitivity is unavoidable in some surveys. In fact, the whole purpose of a survey might be to elicit 
information that cannot be obtained from other data sources because people conceal it and avoid discussing 
it in public (Lensvelt-Mulders 2008). Typical topics of concern include drug use, sexuality, and gambling. 
In the context of public administration, the issue of sensitivity may arise with topics such as corruption and 
integrity, discrimination inside the public service, or the sexual harassment of employees.
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The most commonly used classification of sources of sensitivity was developed by Roger Tourangeau, 
along with several coauthors (Tourangeau, Rips, and Rasinski 2000; Tourangeau and Yan 2007). According 
to them, sensitivity derives from three primary sources—a question may touch on a taboo subject, a truthful 
answer may violate social norms, or a truthful answer may lead to negative formal consequences.4

In the first instance, respondents might feel that the topic of a question is not supposed to be discussed 
in public but rather kept private. In other words, it is considered a taboo subject (Tourangeau and Yan 2007). 
This may be a concern for various topics, from sexual orientation to salary level. McNeeley (2012) describes 
how talking about such topics may lead to distress and uneasiness for respondents (and, in some cases, 
enumerators as well) and, for demographic items, also lead to the threat of identification.5 Unlike social- 
desirability bias and other sources of sensitivity discussed below, these topics are not problematic because 
revealing the requested information could lead to some type of sanctions. Instead, these topics are perceived 
as sensitive regardless of a respondent’s true position (Krumpal 2013; Tourangeau and Yan 2007) because it is 
not common to discuss them in public or with strangers, like an enumerator. Therefore, these questions often 
lead to item nonresponse rather than misreporting (Höglinger, Jann, and Diekmann 2016) because respon-
dents simply do not want to discuss the topics at all.

Second, but arguably most commonly, the wariness to truthfully answer sensitive questions is explained 
with reference to social-desirability bias. This refers to an inner desire to conform to established social norms 
in a given circle, be it a workplace, a family, or society at large. Admitting that one has committed an action 
that violates a common norm, either by doing something considered “wrong” (for example, taking a bribe) 
or failing to do “good” (for example, not helping a colleague in need), is undesirable (Tourangeau and Yan 
2007) because, if someone found out, the violator could be frowned upon, criticized, or shunned. The impact 
social-desirability bias has on responses further depends on the specific social norms respondents identify 
with and how concerned they are about not violating them. For example, Kim and Kim (2016) find that 
national culture significantly moderates the degree and pattern of social-desirability bias in public service 
motivation surveys.

Apart from this extrinsic threat, answering sensitive questions also poses intrinsic threats to the self- 
image of respondents (Lensvelt-Mulders 2008, 462). Touching on sensitive topics may raise feelings of guilt, 
embarrassment, or shame in respondents for having done (or for failing to do) something, or they may be 
stressful to discuss for respondents in general. Therefore, to avoid negative consequences from others as 
well as one’s own conscience, respondents may prefer not to answer a sensitive question or to answer it in a 
socially “expected” way. In face-to-face surveys, even respondents who believe in the full confidentiality of 
their responses may want to create a positive image of themselves or earn social approval from the enumera-
tor (Krumpal 2013) and thus may succumb to social-desirability bias.

Psychologists have long debated the precise causes of social-desirability bias. Paulhus (1984) suggests it 
has two parts. One is impression management—that is, a desire to present oneself in a positive light in front 
of others to avoid negative feedback from them. Another is self-deception, which means holding favorably 
biased views about oneself while honestly believing them to be true.

Third, a related but distinct source of sensitivity comes from questions that ask about actions that are 
formally (rather than socially or informally) prohibited. For example, hiring one’s family members and 
friends might be a widespread and socially accepted practice. However, if nepotism is formally prohibited, 
then admitting it in a survey might lead to legal sanctions, like a fine, a disciplinary note, or being fired. Or, 
as Tourangeau and Yan (2007, 859) note, “possessing cocaine is not just socially undesirable; it is illegal, and 
people may misreport in a drug survey to avoid legal consequences rather than merely to avoid creating an 
unfavorable impression.”

Informal and formal sources of sensitivity might also interact with each other. Research by Galletly 
and Pinkerton (2006) suggests that there is an interaction between social stigma and formal sanctions in 
the case of HIV disclosure laws in US states. The introduction of legal sanctions for some actions may add 
to the already existing social stigma around them. Alternatively, the threat of social disapproval may be a 
more undesirable consequence than a formal sanction that is small or unlikely to follow. Likewise, if social 
and legal norms are not perfectly matched, admitting to an illegal but socially acceptable practice might be 
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less difficult for respondents. For example, if the law prohibits hiring one’s family members and friends but 
society generally accepts this practice, then admitting to some degree of nepotism might come more easily to 
a survey respondent than if this practice were socially unacceptable.

As with question complexity, item nonresponse is one of several possible behavioral responses to sen-
sitivity (Krumpal 2013; Lensvelt-Mulders 2008; McNeeley 2012; Tourangeau and Smith 1996; Tourangeau 
and Yan 2007). Respondents, when aware of survey topics, may decline to participate altogether (McNeeley 
2012). Moreover, respondents may believe that not answering sensitive questions is “revealing” in itself 
(Tourangeau and Yan 2007, 877). Instead, respondents may choose simply to answer in an expected way that 
is certain not to result in any negative consequences (Bradburn et al. 1978; Krumpal 2013; McNeeley 2012). 
For example, refusing to answer a question about bribe-taking might seem suspicious in itself, so bribe- 
takers may avoid any suspicion or feeling of shame by simply saying that they have never taken bribes rather 
than refusing to answer.

In sum, item nonresponse may increase as a result of increased question sensitivity—though, com-
pared with complexity, this effect may be diluted by respondents who answer sensitive items in a socially 
desirable way rather than not answering at all (Sakshaug, Yan, and Tourangeau 2010). Tourangeau and Yan 
(2007), for example, report that item nonresponse in the National Survey of Family Growth (NSFG) Cycle 
6 female questionnaire tends to rise by fewer than 3 percentage points when comparing questions with 
very low  sensitivity (for example, education [0.04 percent nonresponse rate] and age [0.39 percent]) with 
high- sensitivity items (for example, the number of times the respondent had sex in the past four weeks 
[1.37  percent] and their number of sexual partners [3.05 percent]). Only the income question has more 
noticeable nonresponse, at 8.15 percent. And whereas experimental methods that aim to reduce question 
sensitivity, such as the unmatched count technique, do significantly affect the mean estimates obtained, they 
have a far smaller effect on item nonresponse (Coutts and Jann 2011), suggesting that biasing rather than 
avoiding an answer is a more prevalent response for people presented with sensitive questions.6 Comparing 
the effects of unit (although not item) nonresponse and measurement error in reports of voting behavior, 
Tourangeau, Groves, and Redline (2010) suggest that the latter is around two times larger and can elevate the 
reported prevalence of voting from the true value of 47.6 percent to 69.4 percent.

METHODOLOGY

Case Selection

We evaluate question complexity and sensitivity and their relationship to item nonresponse in three 2019 
governmentwide public administration surveys in Guatemala, Romania, and the United States.

The surveys in Guatemala and Romania were nationally representative surveys of public officials con-
ducted by the World Bank in 2019 and 2020. The survey in Guatemala was a face-to-face survey conducted 
from November to December 2019. It covered 14 central government and four decentralized institutions. A 
sample of 205 respondents was selected from each institution (of which one-quarter were supervisors and 
three-quarters were subordinates). In total, 3,465 public officials provided answers, resulting in a response 
rate of 96 percent (World Bank 2020a). All respondents were surveyed in person by trained enumerators.

The survey in Romania used a mixed-mode delivery, with a randomly chosen set of officials answer-
ing the survey online and another set answering it in face-to-face (F2F) interviews with enumerators. The 
face-to-face questionnaire was longer than the online one, and, therefore, only the questions overlapping 
between the two versions are used in the analyses below. The Romanian data were collected from June 2019 
to January 2020 across 81 institutions that agreed to participate (out of 103 invited). The targeted sample of 
respondents was drawn from the institutional census of employees. In total, 2,721 public officials answered 
the online questionnaire (for a response rate of 24 percent), and 3,316 answered the face-to-face one (for a 
response rate of 92 percent; for details see World Bank [2020b]).
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Responding to a survey online may increase respondents’ sense of comfort and privacy, thus reducing 
the perceived threat posed by sensitive questions (McNeeley 2012). On the other hand, online surveys lack 
an enumerator, who can clarify complex questions or encourage respondents to answer (De Leeuw 1992). 
We thus estimate the effects of complexity and sensitivity for Romania separately for online and face-to-face 
respondents.

The FEVS has been fielded by the US OPM biannually since 2004 and annually since 2010 (see chapter 
26). It covers all types of employees across federal government departments and agencies that choose to 
participate. It is delivered in an online, self-administered form. In the latest available iteration, from 2019, 
which is used here, it was conducted as “a census administration that included all eligible employees from 
36 departments and large agencies as well as 47 small and independent agencies” (OPM 2019). In total, over 
615,000 government employees responded to the survey, for a response rate of 42.6 percent.

The case selection enables us to understand item nonresponse in public service surveys of countries 
from across diverse cultures, regions, and levels of development and education. Findings about item 
nonresponse that travel across all three contexts are plausibly generalizable to other surveys of public 
administrators.

Coding Framework

Understanding item nonresponse—and whether different dimensions of complexity and sensitivity shape 
item nonresponse in public service surveys—requires measuring complexity and sensitivity consistently 
across and within surveys. To do so, coding framework is developed that allows us to assign a numerical 
value reflecting the degree of complexity and sensitivity of every survey question. The  approach builds on 
the existing literature summarized above and resembles research by Bais et al. (2019), who similarly integrate 
several aspects of complexity and sensitivity into a manual coding framework.7

The complexity and sensitivity indexes comprise several subdimensions, as described in tables 
22.1 and 22.2. The complexity index is composed of 10 subdimensions, which are conceptually 
based on the four-stage mental process of answering a question (see Tourangeau and Rasinski 1988; 
Tourangeau, Rips, and Rasinski 2000), and synthesizes the measures proposed by, among others, Belson 
(1981); Holbrook, Cho, and Johnson (2006); and Knäuper et al. (1997). The subdimensions include 
the  complexity of the syntax, the number of subquestions, the presence of a reference frame, and the 
 unfamiliarity of the subject.

The sensitivity index is constructed using four subdimensions suggested by the literature: invasion of 
privacy, the social-emotional threat of disclosure, the threat of formal sanctions (Tourangeau, Rips, and 
Rasinski 2000; Tourangeau and Yan 2007), and the interaction between informal and formal sanctions 
(see, for example, Galletly and Pinkerton 2006).

We evaluate each question in the three surveys studied along the dimensions outlined in tables 22.1 
and 22.2 and score it a value of 0, 1, or 2. The value of 0 is given to questions that do not present a particular 
subdimension of complexity or sensitivity at all. The value of 1 refers to cases in which questions potentially 
create problems for respondents in a given subdimension, whereas 2 is used for cases where such problems 
are clearly substantive. The full coding framework is presented in appendix J.

Three research assistants applied the coding framework to assess the complexity and sensitivity of each 
of the questions in the three surveys. (For examples of this process, see box 22.1.) Each research assistant 
first coded the values independently, and then their scores were compared. In 86.8 percent of cases, all 
coders working on a given question agreed on the score. In the instances where they were not in agreement, 
differences were discussed and resolved with a view to maximizing consistency in coding across survey 
questions. The values of both indexes are calculated as arithmetic means of the scores across their respective 
subdimensions.
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TABLE 22.1 Complexity Coding Framework

Subdimension Description Guatemala Romania
United States 

(FEVS) Aggregate

Comprehension

Complex 
syntax

This component assesses the length of a question, which 
is measured by the number of characters (n), and the 
complexity of the syntax or the grammatical arrangements 
of words and phrases, which is determined by the sentence 
structure . The term simple syntax indicates simple 
sentence(s) with three parts of speech, moderately difficult 
syntax indicates simple sentence(s) with more than three 
parts of speech, and complicated syntax indicates complex 
or complex-compound sentences .

0 .85
(0 .65)

1 .09
(0 .61)

1 .2
(0 .53)

1 
(0 .63)

Vagueness This component assesses the extent to which the language 
used in a question is vague, unclear, imprecise, ambiguous 
(Edwards et al . 1997), or open to interpretation . Common 
terms such as “good” are predetermined in a list of vague 
words .

0 .34
(0 .48)

0 .64
(0 .5)

0 .54
(0 .55)

0 .48
(0 .52)

Reference 
category

This component assesses the extent to which the 
necessary frame(s) of reference are available in a question 
so that respondents understand the question in the way 
intended .

0 .17
(0 .47)

0 .26
(0 .51)

0 .16
(0 .48)

0 .2
(0 .48)

Number of 
questions

This component measures the number of subquestions 
embedded in the question block to which a question 
belongs . A subquestion must only ask for one issue, so a 
compound subquestion is not counted as one subquestion .

0 .3
(0 .55)

0 .11
(0 .33)

0 .21
(0 .46)

0 .22
(0 .48)

Information retrieval

Unfamiliarity This component assesses the extent to which respondents 
are knowledgeable on the subject of a question . The 
coding presumes that respondents are more familiar with 
subjects they have a closer knowledge of (for instance, their 
own ex perience versus their perceptions of the experiences 
of other employees in the organization) .

0 .93
(0 .79)

0 .34
(0 .53)

0 .35
(0 .51)

0 .62
(0 .72)

Recalling This component assesses the extent to which respondents 
are required to remember information based on the 
question’s level of specificity and time frame of interest 
(past/present) .

0 .91
(0 .4)

1 
(0 .44)

1 .04
(0 .4)

0 .96 
(0 .42)

Information integration

Computational 
intensity

This component assesses the extent to which basic 
arithmetic computations (addition, subtraction, 
multiplication, and division) are required to reach an answer .

0 .07
(0 .29)

0 .07
(0 .26)

0 .02
(0 .16)

0 .06
(0 .26)

Scope of 
information

This component assesses the extent to which answers are 
derived from information beyond the personal experience 
of respondents .

0 .38
(0 .52)

0 .46
(0 .55)

0 .32
(0 .47)

0 .39
(0 .52)

Translation to answer

Category 
mismatch

This component assesses the extent to which the available 
answer options match the true answer to the question .

0 .06
(0 .28)

0 .09
(0 .41)

0 .04
(0 .25)

0 .06
(0 .32)

Number of 
responses

This component assesses the extent to which respondents 
are required to pick more than one answer to the question .

0 .06
(0 .28)

0 .01
(0 .09)

0
(0)

0 .03
(0 .2)

Source: Original table for this publication .
Note: The final four columns show the mean and standard deviation (in parentheses) of scores for each subdimension and survey . FEVS = Federal Employee 
Viewpoint Survey .
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TABLE 22.2 Sensitivity Coding Framework

Subdimension Description Guatemala Romania
United States 

(FEVS) Aggregate

Privacy

Invasion of 
privacy

This subindicator measures the extent to which respondents 
are asked to discuss taboo or private topics that may be 
inappropriate in everyday conversation . Questions related to 
a respondent’s income or religion may fall into this category .

0 .08
(0 .27)

0 .31
(0 .6)

0 .04
(0 .19)

0 .14
(0 .41)

Informal sensitivity

Social-
emotional 
threat of 
disclosure

This subindicator measures the degree to which respondents 
may be concerned with the social or emotional consequences 
of a truthful answer, should the information become known 
to a third party . In the case of informal sensitivities, this type 
of question is only considered sensitive if the respondent’s 
truthful answer departs from socially desirable behaviors or 
social norms .

0 .55
(0 .51)

0 .7
(0 .65)

0 .79
(0 .56)

0 .65
(0 .58)

Formal sensitivity

Threat of formal 
sanctions

This subindicator measures the degree to which respondents 
may be concerned with the legal and/or formal consequences 
of a truthful answer, should the information become known 
to a third party . This type of question is only sensitive if the 
respondent’s truthful answer departs from legal behaviors 
defined by formal institutions and legal regulations .

0 .26
(0 .6)

0 .15
(0 .46)

0 .15
(0 .5)

0 .2
(0 .54)

Interaction

Relationship 
between 
informal 
and formal 
sensitivity

This subindicator measures the likelihood that a behavior 
or attitude may cause a threat of both social-emotional 
disclosure and formal sanctions . This type of question is 
logically more sensitive than ones that violate one type of 
institution while conforming to another . A behavior may be 
frowned upon in one’s social circle—for example, reporting 
colleagues taking bribes might be considered “snitching”—but 
it may also be a legal obligation . In such instances, asking 
about it should be less sensitive compared to a situation 
where both informal and formal norms were violated . Galletly 
and Pinkerton (2006) suggest such an interaction between 
social stigma and formal sanctions (in the case of HIV 
disclosure laws) .

0 .2
(0 .41)

0 .2
(0 .48)

0 .13
(0 .49)

0 .19
(0 .45)

Source: Original table for this publication .
Note: The final four columns show the mean and standard deviation (in parentheses) of scores for each subdimension and survey . FEVS = Federal Employee 
Viewpoint Survey .

Analysis

To investigate nonresponse in a public administration setting, we assess the impact of the complexity and 
sensitivity measures outlined above on responsiveness in the three surveys under study. The regressions 
take the respondent-question as the unit of observation, meaning that each row corresponds to a particular 
respondent’s answer to a given question. We define item nonresponse as an “I don’t know” answer, a refusal 
to answer, or skipping the question.

We control for individual-level characteristics that might affect nonresponse, including age and educa-
tion (both of which are correlated with respondents’ cognitive abilities to deal with complexity; Holbrook, 
Cho, and Johnson [2006]; Yan and Tourangeau [2008]), gender (which can shape item nonresponse for 
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sensitive questions—for instance, on harassment), tenure in the organization, and managerial status 
(more-experienced workers and managers might have more work-related knowledge and a different 
cost-benefit calculus when deciding whether to answer a survey), as well as job satisfaction as a proxy 
measure for willingness to respond (with more-satisfied respondents potentially more willing to respond 
to employee surveys or, alternatively, dissatisfied workers more eager to respond to report reasons for 
their dissatisfaction).8

We further control for the overall response rate in the government organization or agency to which 
a respondent belongs. A lower response rate might reflect unobservable characteristics of the organiza-
tion or its employees that shape item nonresponse. We also control for the position of a question within 
a questionnaire (coded as integer variables starting from one). This is to take into account the fact that 
respondents might skip more questions or become less willing to cognitively engage with questions as the 
survey progresses and fatigue or dullness sets in (Krosnick 1991). Our data thus take a “long” format, with 
each row corresponding to a particular respondent’s answer to a question, accompanied by the respon-
dent’s individual characteristics and the variables pertaining to his or her organization; the question’s 
complexity, sensitivity, and position in the questionnaire; and, finally, whether the respondent answered a 
given question (1) or not (0). In general, it is found that men tend to have lower item nonresponse and that 
nonmanagers and less-satisfied employees skip questions more often, although the pattern doesn’t hold in 
all settings and regression specifications. Questions appearing later in the questionnaire are also omitted 
more often, as hypothesized. 

We first look at simple correlations between the key variables of interest and then go on to regress the 
item nonresponse variable on the indexes of complexity and sensitivity, as well as their various subdimen-
sions in ordinary least squares (OLS) regressions. In order to account for the possible correlation of residual 
errors in the data set, we use multiway clustering on the individual and question levels, which allows us to 
correctly estimate standard errors and corresponding significance levels.

BOX 22.1 Applying the Coding Framework: Illustrative Examples 
from Romania

Complexity—information retrieval (recalling): “Which of the following factors were important for get-
ting your current job in the public administration?” This question pertains to the past, asks for a specific 
level of information, and requires the respondent to consider the importance of many factors: academic 
qualifications, job-specific skills, knowing someone with political links, having personal connections, 
and so on . Therefore, this question is coded as 2 .

Complexity—information integration (computational intensity): “How many years have you been in 
your current institution?” This question requires respondents to calculate their length of service in their 
current institution by subtracting their starting year from the current year . This is not a complicated cal-
culation, but it still is not likely to be performed often and may require some mental effort if respondents 
joined a long time ago, are confused about whether periods like initial internships should be included, 
and so on . Therefore, this question is coded as 1 .

Sensitivity—threat of formal sanctions: “How frequently do employees in your institution undertake 
the following actions? Accepting gifts or money from citizens .” This question is coded as 2 because 
respondents may feel that there are social consequences for disclosing this information or even formal 
ones if they did not inform relevant authorities about the bribe-taking behavior .
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RESULTS

Descriptively, our independent variables vary across the components of complexity and sensitivity we code. 
As detailed in tables 22.1 and 22.2, among the components of complexity, complexity of syntax and unfa-
miliarity are the variables with the highest variance. On the other end of the scale, components related to 
translation to answer seem the least variable. Among the sensitivity components, the social-emotional threat 
of disclosure records both the highest mean score and the greatest variation. Invasion of privacy scores the 
lowest in mean and standard deviation.

To ensure the coding framework meaningfully captures distinct subdimensions or components of com-
plexity and sensitivity, we assess correlations between different components or subdimensions of complexity 
and sensitivity. Figure 22.2 shows that for complexity, most of the correlations are not significant, suggesting, 
as theorized, that different components relate to different mental processes and aspects of a question. Where 
there is some conceptual overlap, however, we do see significant correlations, such as between syntax com-
plexity and vague wording or between the scope of information and subject unfamiliarity.

In the case of sensitivity, all correlations are significant and strong. This is conceptually plausible. 
Informal and formal sensitivity most often occur simultaneously, while questions about illegal or socially 
disapproved behaviors are plausibly also often too private or embarrassing to discuss in public. In sum, the 
observed correlations yield a degree of credibility to the coding framework and its application.

Next, as presented below, we can observe that item nonresponse is a challenge across the three surveys, 
though to a varying extent. As illustrated in figure 22.3, in the FEVS online survey, questions have an average 
item nonresponse of 2.4 percent. This number increases to 2.6 percent in the face-to-face public service 

FIGURE 22.2 Correlation between Subdimensions of Complexity and Sensitivity
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Source: Original figure for this publication .
Note: Correlations are obtained by pooling questions across all three surveys . Crosses mark correlations that are insignificant at the 
5 percent level . C = complexity; S = sensitivity .
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survey in Guatemala and 5.9 percent in the face-to-face public service survey in Romania. In the online ver-
sion of the survey in Romania, in turn, average item nonresponse increases to 15.9 percent.9 To what extent 
do complexity and sensitivity predict item nonresponse?

Looking first at correlations, we find that there is a positive association between complexity and item 
nonresponse. Figure 22.4 presents the correlations separately for each survey. Correlation coefficients range 
from 0.066 to 0.404 and are significant at the 5 percent level, except for Guatemala. We observe a similar 
pattern, although slightly weaker in Romania, for correlation between item nonresponse and sensitivity.

Table 22.3 presents regressions of item nonresponse on standardized sensitivity and complexity 
(both separately and jointly) with and without the aforementioned set of controls. We observe evidence from 
the United States and Romania that both complexity and sensitivity increase the probability of survey nonre-
sponse in surveys of public officials. The results in Guatemala are not significant at the 10 percent level. The 
effect sizes are relatively small, with a standard deviation increase in the indexes having a 1 percentage point 
increase in nonresponse in the United States. In Romania, a one standard deviation increase in complexity is 
associated with an at most 6 percentage point increase in nonresponse, depending on the specification and 
mode of enumeration.

On average, the indexes of complexity and sensitivity thus predict item nonresponse in some but not 
all cases. Of course, however, it could be that our indexes—which simply average out different potentially 
relevant subcomponents of complexity and sensitivity—are not appropriately aggregated. The various sub-
components of complexity and sensitivity may not, as theorized, measure a single underlying dimension. 
To assess this, exploratory factor analysis (EFA) is performed across all 14 subdimensions pooled together. 
Indeed, instead of finding that two factors are sufficient to describe the data (as would be expected if the 
subdimensions measured only two dimensions: complexity and sensitivity), we find that at least four factors 
are needed to properly describe the data in each survey.10

The results of the EFA with four factors are presented in table 22.4. The results suggest that across 
countries, sensitivity subdimensions load onto a single factor (first factor). While the scores for the second 

FIGURE 22.3 Share of Missing Responses
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Source: Original figure for this publication .
Note: FEVS = Federal Employee Viewpoint Survey; F2F = face-to-face; SD = standard deviation . 
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FIGURE 22.4 Relationship between Complexity and Sensitivity Indexes and the Share of 
Missing Responses
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Note: FEVS = Federal Employee Viewpoint Survey; F2F = face-to-face .
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TABLE 22.3 The Impacts of Complexity and Sensitivity on Item Nonresponse

OLS estimates

(1) (2) (3) (4) (5) (6)

Guatemala

Sensitivity −0 .002
(0 .004)

−0 .002
(0 .004)

0 .002
(0 .004)

−0 .002
(0 .004)

Complexity 0 .003
(0 .006)

0 .003
(0 .006)

0 .003
(0 .005)

0 .002
(0 .006)

Romania (F2F)

Sensitivity 0 .025***
(0 .004)

0 .020***
(0 .004)

0 .020***
(0 .006)

0 .015**
(0 .006)

Complexity 0 .035***
(0 .009)

0 .030***
(0 .009)

0 .033***
(0 .009)

0 .031***
(0 .009)

Romania (online)

Sensitivity 0 .039***
(0 .007)

0 .030***
(0 .009)

0 .027**
(0 .010)

0 .017
(0 .010)

Complexity 0 .062***
(0 .015)

0 .056***
(0 .015)

0 .060***
(0 .015)

0 .057***
(0 .015)

United States (FEVS)

Sensitivity 0 .009**
(0 .004)

0 .008*
(0 .004)

0 .009**
(0 .003)

0 .008*
(0 .004)

Complexity 0 .007*
(0 .003)

0 .004
(0 .003)

0 .008*
(0 .003)

0 .005
(0 .003)

Controls No No No Yes Yes Yes

Source: Original table for this publication .
Note: Standard errors are in parentheses and are clustered using multiway clustering at the level of an individual and a question throughout . All columns report 
OLS (ordinary least squares) estimates . The dependent variable in all columns is a dummy indicating whether a respondent answered “I don’t know,” refused to 
answer, or skipped a particular question . Sensitivity and complexity scores are calculated as z-scores estimated across questions in a given survey . Controls at 
the individual level include gender (0 = female; 1 = male), education (0 = below university level; 1 = university level), occupational status (0 = nonmanager;  
1 = manager), experience in public administration (0 = more than 10 years; 1 = fewer than 10 years), and job satisfaction (0 = respondent not satisfied with his or 
her job; 1 = respondent satisfied with his or her job; in Guatemala, a pay-satisfaction variable is used instead) . The control at the organizational level is response 
rate (0–1 scale) and, at the question level, the position of a question within a questionnaire . The controls are described in detail in the analysis subsection of the 
methodology section . FEVS = Federal Employee Viewpoint Survey; F2F = face-to-face .
Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent .

TABLE 22.4 Exploratory Factor Analysis

First factor Second factor Third factor Fourth factor

Guatemala

Complexity

Comprehension: complex syntax –0 .304 0 .219 0 .476

Comprehension: vagueness 0 .508

Comprehension: reference category

Comprehension: number of questions 0 .348

Information retrieval: unfamiliarity 0 .349 0 .798 –0 .355 –0 .333

Information retrieval: recalling 0 .445 0 .263

Information integration: computational intensity –0 .237 0 .952

Information integration: scope of information 0 .329 –0 .215 0 .416

Translation to answer: categories mismatch 0 .290 –0 .342

Translation to answer: number of responses –0 .281

(continues on next page) 
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TABLE 22.4 Exploratory Factor Analysis (continued)

First factor Second factor Third factor Fourth factor

Sensitivity

Invasion of privacy 0 .259 –0 .325

Social-emotional threat 0 .484

Formal threat of sanctions 0 .776 0 .241 –0 .404

Informal-formal threat interaction 0 .964

Romania

Complexity

Comprehension: complex syntax 0 .247 0 .566

Comprehension: vagueness –0 .236

Comprehension: reference category 0 .37 –0 .447

Comprehension: number of questions

Information retrieval: unfamiliarity 0 .715

Information retrieval: recalling 0 .967 0 .206

Information integration: computational intensity –0 .235 0 .376

Information integration: scope of information 0 .989

Translation to answer: categories mismatch

Translation to answer: number of responses –0 .252

Sensitivity

Invasion of privacy 0 .532

Social-emotional threat 0 .65

Formal threat of sanctions 0 .806 0 .314

Informal-formal threat interaction 0 .938 0 .321

United States (FEVS)

Complexity

Comprehension: complex syntax 0 .982

Comprehension: vagueness –0 .378

Comprehension: reference category –0 .356 –0 .24

Comprehension: number of questions 0 .403

Information retrieval: unfamiliarity 0 .207 0 .544

Information retrieval: recalling

Information integration: computational intensity 0 .597

Information integration: scope of information 0 .23 0 .795

Translation to answer: category mismatch

Translation to answer: number of responses

Sensitivity

Invasion of privacy 0 .547

Social-emotional threat 0 .489 0 .438 –0 .259

Formal threat of sanctions 0 .989

Informal-formal threat interaction 0 .909

Source: Original table for this publication .
Note: Only loadings with absolute values higher than 0 .2 are shown . FEVS = Federal Employee Viewpoint Survey .
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factor exhibit more variation, two subdimensions consistently score highly across countries: unfamiliarity 
and scope of information. Both these factors measure whether a question asks about the personal or at least 
 proximate experiences of a respondent rather than the broader working environment (for example, the 
behavior of employees in the organization as a whole). Both thus relate closely to the unfamiliarity (of a 
topic). The remaining two factors vary, in terms of significant subdimensions, across countries and thus do 
not offer a clear conceptual interpretation.

We next assess whether the four factors from the EFA models—and, in particular, the sensitivity 
 factor (first factor) and the unfamiliarity factor (second factor)—predict item nonresponse (table 22.5). 
We find that the first factor (sensitivity) does not predict item nonresponse. By contrast, the second factor 
( unfamiliarity) does predict item nonresponse in two of the three countries (Romania and the United States) 
(the third and fourth factors do not display clear patterns).11

As the EFA pointed to the sensitivity index as meaningfully reflecting the empirical structure of the 
subdimensions, while the complexity index consists of unfamiliarity and other complexity items, we next 
regress item nonresponse on unfamiliarity, sensitivity, and complexity without unfamiliarity (table 22.6). 
We find that unfamiliarity significantly predicts item nonresponse in Romania and the United States. It is 
also associated with greater item nonresponse in Guatemala, though this relationship is not significant at the 
standard significance levels.

The coefficients on the unfamiliarity index are larger than those on the basic indexes in table 22.3. 
A standard deviation increase in the unfamiliarity index (implying that the questions are less familiar) 
increases nonresponse by 3 percentage points in the United States and by almost 20 percentage points in the 
online survey in Romania. Relative to the baseline levels of nonresponse of 2.4 percent in the US FEVS and 
5.9 percent and 15.9 percent in Romania’s face-to-face and online surveys, respectively, these are large effects. 
By contrast, within this framework, the sensitivity index and complexity without unfamiliarity do not have 
significant effects. The evidence we present points to unfamiliarity, in the sense we have coded it, as the key 
driver of nonresponse.

TABLE 22.5 Factor Analysis Regression

Guatemala Romania (F2F) Romania (online) United States (FEVS)

First factor 0 .005
(0 .005)

0 .006
(0 .007)

0 .0001
(0 .010)

0 .006
(0 .004)

Second factor –0 .002
(0 .005)

0 .048***
(0 .007)

0 .095***
(0 .013)

0 .018***
(0 .003)

Third factor –0 .002
(0 .003)

–0 .009*
(0 .003)

–0 .011
(0 .006)

0 .003
(0 .003)

Fourth factor 0 .011*
(0 .005)

0 .016*
(0 .008)

0 .029
(0 .015)

–0 .002
(0 .002)

Controls Yes Yes Yes Yes

N 378,472 181,614 161,793 667,425

Adjusted R2 0 .005 0 .057 0 .094 0 .015

Source: Original table for this publication .
Note: Standard errors are in parentheses and are clustered using multiway clustering at the level of an individual and a question throughout . All columns 
report OLS (ordinary least squares) estimates . The dependent variable in all columns is a dummy indicating whether a respondent answered “I don’t know,” 
refused to answer, or skipped a particular question . Factor scores are obtained from exploratory factor analysis models with four factors, as presented in 
table 22 .4 . Controls at the individual level include gender (0 = female; 1 = male), education (0 = below university level; 1 = university level), occupational status 
(0 = nonmanager; 1 = manager), experience in public administration (0 = more than 10 years; 1 = fewer than 10 years), and job satisfaction (0 = respondent 
not satisfied with his or her job; 1 = respondent satisfied with his or her job; in Guatemala, a pay-satisfaction variable is used instead) . The control at the 
organizational level is the response rate (0–1 scale) and, at the question level, the position of a question within a questionnaire . FEVS = Federal Employee 
Viewpoint Survey; F2F = face-to-face .
Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent .
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The Performance of Manual versus Machine-Coded Complexity

A potential criticism of our approach is that automated measures of complexity may be as effective 
a means of identifying potential problem questions—or more—while requiring far less investment. 
We therefore turn to assessing the relative effectiveness of the approach with respect to machine-coded 
complexity.

Machine coding has the disadvantage that it must rely on relatively basic indicators of syntax. 
Computer-based complexity indicators are usually based on mathematical formulas that score the 
 complexity (or, as it is described more commonly, the readability) of a text based on purely textual features, 
like the number of characters, syllables, words, and sentences. Some measures also check the text against 
predefined lists of words regarded as easy or difficult. As there are dozens of such indexes, with no agreement 
on which one is optimal, we select nine that are commonly used and calculate their values for each survey 
 question. Correlations among their final scores can be seen in the first column of figure 22.5. The correlation 
between models (shown by the intensity of shading) varies, though is understandably relatively high across 
the comparisons made. Given a very high degree of correlation, instead of using all nine scores in a regres-
sion, a principal component analysis is performed across them and extract the first principal component 
(which explains between 59 and 66 percent of the overall variance—see the second column in figure 22.5) 
to serve as a predictor in the regressions.

Tables 22.7 and 22.8 evaluate the predictive power of machine-driven complexity scores. When not 
 controlling for the manually coded indexes (sensitivity, unfamiliarity, and complexity without  unfamiliarity), 
we find some evidence for an effect of machine-coded complexity, with significant positive effects in the 
United States only. 

Once we condition on the indexes of complexity (excluding complexity of syntax to avoid multicollinear-
ity with the machine-coded measure) and sensitivity, we no longer find any evidence that the machine-coded 
complexity measure is predictive of greater item nonresponse. Table 22.8 presents the full regressions. The 
measure of how unfamiliar questions are is a significant and positive predictor of item nonresponse for the 
United States and both modes of the Romania survey. In Guatemala, the coefficient on unfamiliar is positive, 

TABLE 22.6 Impact of Sensitivity, Complexity, and Unfamiliarity on Nonresponse Rate

Guatemala Romania (F2F) Romania (online) United States (FEVS)

Sensitivity –0 .005
(0 .005)

0 .004
(0 .007)

–0 .005
(0 .011)

0 .004
(0 .004)

Complexity
(without unfamiliarity 
subdimensions)

–0 .004
(0 .005)

–0 .011
(0 .008)

–0 .027
(0 .015)

–0 .002
(0 .003)

Unfamiliarity 0 .007
(0 .007)

0 .097***
(0 .017)

0 .196***
(0 .028)

0 .030***
(0 .007)

Controls Yes Yes Yes Yes

N 378,472 181,614 161,793 667,425

Adjusted R2 0 .001 0 .061 0 .100 0 .012

Source: Original table for this publication .
Note: Standard errors are in parentheses and are clustered using multiway clustering at the level of an individual and a question throughout . All columns 
report OLS (ordinary least squares) estimates . The dependent variable in all columns is a dummy indicating whether a respondent answered “I don’t know,” 
refused to answer, or skipped a particular question . Sensitivity and complexity scores are calculated as z-scores estimated across questions in a given survey . 
Unfamiliarity is calculated as a mean value of the “information retrieval: unfamiliarity” and “information integration: scope of information” subdimensions . Controls 
at the individual level include gender (0 = female; 1 = male), education (0 = below university level; 1 = university level), occupational status (0 = nonmanager; 
1 = manager), experience in public administration (0 = more than 10 years; 1 = fewer than 10 years), and job satisfaction (0 = respondent not satisfied with his or her 
job; 1 = respondent satisfied with his or her job; in Guatemala, a pay-satisfaction variable is used instead) . The control at the organizational level is the response 
rate (0–1 scale) and, at the question level, the position of a question within a questionnaire . FEVS = Federal Employee Viewpoint Survey; F2F = face-to-face .
Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent .
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FIGURE 22.5 Relationship between Machine-Coded Complexity Scores: Correlograms and 
Scree Plots from Principal Component Analysis

Source: Original figure for this publication .
Note: Crosses mark correlations that are insignificant at the 5 percent level . FEVS = Federal Employee Viewpoint Survey; SMOG = simple measure of 
gobbledygook .
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TABLE 22.7 Impact of Machine-Coded Complexity on Nonresponse Rate

Guatemala Romania (F2F) Romania (online) United States (FEVS)

Machine-coded complexity –0 .008
(0 .006)

0 .009
(0 .010)

0 .022
(0 .015)

0 .010***
(0 .003)

Controls Yes Yes Yes Yes

N 378,472 181,614 161,793 667,425

Adjusted R2 0 .002 0 .014 0 .027 0 .007

Source: Original table for this publication .
Note: Standard errors are in parentheses and are clustered using multiway clustering at the level of an individual and a question throughout . All columns report 
OLS (ordinary least squares) estimates . The dependent variable in all columns is a dummy indicating whether a respondent answered “I don’t know,” refused 
to answer, or skipped a particular question . Machine-coded complexity is calculated as the first principal component across nine different machine-coded 
complexity scores (number of characters, number of words, Flesch’s Reading Ease Score, Flesch-Kincaid Readability Score, Gunning’s Fog Index, SMOG Index, 
Coleman’s Readability Formula, Dale-Chall Readability Formula, and lexical diversity), as described in detail in appendix J . Controls at the individual level include 
gender (0 = female; 1 = male), education (0 = below university level; 1 = university level), occupational status (0 = nonmanager; 1 = manager), experience in public 
administration (0 = more than 10 years; 1 = fewer than 10 years), and job satisfaction (0 = respondent not satisfied with his or her job; 1 = respondent satisfied 
with his or her job; in Guatemala, a pay-satisfaction variable is used instead) . The control at the organizational level is the response rate (0–1 scale) and, at the 
question level, the position of a question within a questionnaire . FEVS = Federal Employee Viewpoint Survey; F2F = face-to-face .
Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent .

TABLE 22.8 Full Model: Impact of Sensitivity, Complexity, Unfamiliarity, and Machine-Coded 
Complexity

Guatemala Romania (F2F) Romania (online) United States (FEVS)

Sensitivity –0 .002
(0 .007)

0 .002
(0 .006)

–0 .008
(0 .010)

0 .003
(0 .003)

Complexity –0 .003
(0 .005)

–0 .011
(0 .008)

–0 .026
(0 .015)

–0 .002
(0 .003)

Unfamiliarity 0 .010
(0 .006)

0 .109***
(0 .016)

0 .217***
(0 .026)

0 .028***
(0 .008)

Machine-coded complexity –0 .009
(0 .009)

–0 .017*
(0 .008)

–0 .029
(0 .015)

0 .003
(0 .003)

Controls Yes Yes Yes Yes

N 378,472 181,614 161,793 667,425

Adjusted R2 0 .003 0 .064 0 .103 0 .013

Source: Original table for this publication .
Note: Standard errors are in parentheses and are clustered using multiway clustering at the level of an individual and a question throughout . All columns report 
OLS (ordinary least squares) estimates . The dependent variable in all columns is a dummy indicating whether a respondent answered “I don’t know,” refused to 
answer, or skipped a particular question . Sensitivity and complexity scores are calculated as z-scores estimated across questions in a given survey . Unfamiliarity 
is calculated as a mean value of the “information retrieval: unfamiliarity” and “information integration: scope of information” subdimensions . Machine-coded 
complexity is calculated as the first principal component across nine different machine-coded complexity scores (number of characters, number of words, 
Flesch’s Reading Ease Score, Flesch-Kincaid Readability Score, Gunning’s Fog Index, SMOG Index, Coleman’s Readability Formula, Dale-Chall Readability 
Formula, and lexical diversity), as described in detail in appendix J . Controls at the individual level include gender (0 = female; 1 = male), education (0 = below 
university level; 1 = university level), occupational status (0 = nonmanager; 1 = manager), experience in public administration (0 = more than 10 years; 1 = fewer 
than 10 years), and job satisfaction (0 = respondent not satisfied with his or her job; 1 = respondent satisfied with his or her job; in Guatemala, a pay-satisfaction 
variable is used instead) . The control at the organizational level is the response rate (0–1 scale) and, at the question level, the position of a question within a 
questionnaire . FEVS = Federal Employee Viewpoint Survey; F2F = face-to-face .
Significance level: * = 10 percent, ** = 5 percent, *** = 1 percent .

although smaller in size, and just misses the 10 percent threshold of statistical significance. The coefficients 
vary in size from 0.010 in Guatemala to 0.217 in the online mode of the Romania survey. The coefficients 
for sensitivity and the restricted measure of hand-coded complexity are insignificant and small across 
all the models.

To illustrate the relative predictive power of the framework relative to machine-coded methods, 
figure 22.6 also presents the coefficient sizes of each individual measure of machine-coded readability 
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and the unfamiliarity index (see appendix J to get details on each of the individual readability scores 
presented). For ease of presentation, we present coefficients from the Romanian face-to-face survey only, 
but the patterns are similar throughout. Measuring lack of familiarity clearly has a far greater predictive 
ability than any of the syntax-based, machine-coded measures.

CONCLUSION

The loss of precision and potential biases introduced by item nonresponse can hinder valid inference from 
surveys of public servants. Why do public servants respond to some questions but not others? The impor-
tance of this question stems from the proliferation of such surveys and their use for management reforms 
in government. Yet, to our knowledge, prior studies have not assessed item nonresponse in surveys of 
public officials.

This chapter contributes to addressing this gap. Building on the survey methodology literature, we design 
a unique coding framework to coherently assess the roles of question complexity and sensitivity in nonre-
sponse in surveys of public servants. We apply this framework to governmentwide surveys of public officials 
in Guatemala, Romania, and the United States. As in the existing literature, we find that complexity matters 
for item nonresponse. Contrary to much prior work on item nonresponse, however, public servants do not 
seem to shy away from questions that are complex due to, for instance, syntax, computational intensity, or 
the number of response options (see, for example, Knäuper et al. 1997). As we argued in the introduction, 
this may be because public officials tend to be more educated and more accustomed to complex technical 
language in their day-to-day bureaucratic work. As such, they may be better able to cope with these dimen-
sions of complexity. We find that asking public officials about issues with which they have lower familiarity 
is the feature of question design that is most robustly associated with item nonresponse. Questions that ask 
for assessments of public sector organizations as a whole or departments within them, for instance, lead to 
greater item nonresponse than questions about public servants themselves. By contrast, the findings provide 
little evidence that public officials shy away from answering sensitive questions. This does not, however, 
imply that responses to sensitive questions are not biased.

FIGURE 22.6 Machine-Coded Complexity Indicators, Romania (F2F)
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Source: Original figure for this publication .
Note: Values show the size of the coefficients of machine-coded complexity indicators when they are entered individually into a regression 
model with the standard dependent and control variables . The size of the coefficient for unfamiliarity entered into the same regression is 
shown for comparison . Error bars indicate 95 percent confidence intervals . F2F = face-to-face; SMOG = simple measure of gobbledygook .
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The implication for survey designers is clear: asking about topics public officials are less familiar with—
such as their organizations or departments, rather than their immediate work environment—is associated 
with greater item nonresponse, with concomitant concerns about greater variance and potential biases in 
estimates. Where data aim to assess practices in larger units or institutions, it would thus be preferable, from 
a nonresponse perspective, to ask respondents about their individual-level experiences with organizational 
practices and aggregate these.

We have also compared the predictive ability of the findings to models that include machine-coded 
measures of complexity. The findings underscore the importance of manual assessments by survey designers 
to assess question complexity. While machine-coded estimates have some predictive power, this was eclipsed 
by the manual coding approach, once it was added to the models. Algorithms themselves appear to be an 
imprecise guide when assessing question complexity in surveys of public servants.

Future research could, in the first place, use the coding framework to understand whether our findings 
travel beyond Guatemala, Romania, and the United States. The diverse case contexts give us confidence that 
the findings are generalizable. Probing generalizability should not only extend to testing different country 
settings but also different survey administrators. The noticeably lower item nonresponse in the FEVS com-
pared to the World Bank–administered surveys may reflect differential levels of trust in the survey admin-
istrator itself, for instance. The framework could equally be employed in employee surveys in private sector 
companies. One worthwhile area of investigation is to understand whether the findings are unique to public 
officials or would apply similarly to (educated) private sector administrators in a workplace survey.

Survey designers in the public service can utilize the coding framework to adjust survey questions in 
terms of their complexity and sensitivity. They can randomly roll out survey variations with different levels of 
these concepts—in particular, unfamiliarity—and assess experimentally whether this leads to improvements 
in item response rates in their setting.

The limitations of the findings should be kept in mind. In the first place, we only assess item nonre-
sponse. Other threats to validity—such as overall survey nonresponse or response bias—may be of equal or 
greater concern. Sensitivity, for instance, was not robustly associated with greater item nonresponse across 
all of the surveys but may well lead to significant response bias.

Moreover, the inferences are necessarily limited by the number of surveys (three countries) and the 
types of questions included. In particular, the surveys contained relatively few highly sensitive questions 
(see figure 22.4), which might partially explain the null results obtained. It is possible that more discernible 
patterns in item nonresponse could be observed in surveys focused more squarely on sensitive topics—say, 
for instance, a corruption survey.

Overall, we present an analytically coherent approach to assessing survey item nonresponse that 
 highlights a particular aspect of complexity—unfamiliarity—as the fundamental driver of nonresponse.

NOTES

 The authors would like to thank Lior Kohanan, Miguel Mangunpratomo, and Sean Tu for excellent research assistance, 
Kerenssa Kay for guidance and advice, and seminar participants at the World Bank for their comments.

1. According to the Worldwide Bureaucracy Indicators published by the World Bank, the share of publicly paid employees 
with tertiary education across the world is 54.2 percent, whereas in the private sector, it is around half of that: 26.9 percent 
(average over 2010–18).

2. More information on the surveys used and the reason for their selection is presented in the methodology section of this 
chapter.

3. Apart from the degree of complexity, which is a stable feature of a question, the likelihood of engaging in satisficing 
also  depends on respondents’ characteristics that might increase or decrease their cognitive capacity (for example, age, 
education, or tiredness) and on their willingness to answer the question. Contextual variables, like the pace at which the 
interviewer conducts an interview or time pressure (for example, having only a 20-minute slot to take a survey), can also 
impact the degree to which respondents are willing and able to engage in high cognitive effort (Fazio and Roskos-Ewoldsen 
2005; Lessler, Tourangeau, and Salter 1989).
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 4. For a more in-depth discussion, see, for example, Paulhus (2002).
 5. This might be a particular concern in restricted-sample settings, like the ones in which public administration surveys are 

usually conducted. This is because “individuals who complete surveys may worry that their unique responses to demo-
graphic questions could allow researchers to identify them, especially if they are part of a known sample, such as a survey 
conducted within one’s workplace” (McNeeley 2012, 4380).

 6. Some other methods, like the randomized response technique, actually lead to higher item nonresponse, but due to the 
convoluted instructions they entail rather than the nature of the question itself.

 7. Bais et al. (2019) do not disaggregate sensitivity to the same extent we do and, more importantly, do not assess whether 
their measures of complexity and sensitivity predict item nonresponse.

 8. The exclusion of this variable does not change the substantive conclusions.
 9. This is consistent with prior work that associates online surveys with higher nonresponse than face-to-face surveys 

(Heerwegh and Loosveldt 2008).
10. The decision was made based on the p-values of the EFA models. In Guatemala, the model was significant at the 5 percent 

level only when five factors were used, but for cross-country consistency, we employ a four-factor model throughout the 
analyses.

11. In the following regression tables, we present results only with the standard set of controls. The results, however, hold in 
unconditional regressions as well.
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SUMMARY

Civil service surveys are often interested in organizational aggregates and comparisons across 
organizations . Therefore, the choice of question referent is important in questionnaire design . Should 
survey questions refer to individual employees or to employees’ assessments of their organizations? 
This chapter provides tools for thinking through this choice . Moreover, experimental evidence from 
representative public service surveys in Romania and Guatemala shows that the choice of referent 
matters to how employees respond . Finally, the chapter provides evidence that organizational referents 
can help reduce socially desirable responding, particularly for highly sensitive questions, and that 
referent effects may be larger for attitudes and behaviors that are uncommon, but that the size of 
referent effects beyond this is difficult to predict .

Kim Sass Mikkelsen is an associate professor of politics and public administration at Roskilde University. Camille  Mercedes Parker is 
an economist at the United States Agency for International Development.

CHAPTER 23

Designing Survey 
Questionnaires
Should Surveys Ask about Public Servants’ 
Perceptions of Their Organization or Their 
Individual Experience?

Kim Sass Mikkelsen and Camille Mercedes Parker

ANALYTICS IN PRACTICE 

 ● Many civil service surveys are centrally interested in organizational aggregates. Therefore, the choice of 
question referent is important in questionnaire design. Should questions refer to individual employees or 
to employees’ assessments of their organizations?

 ● Inside organizations, perceptions of management practices are often only weakly correlated across 
respondents, suggesting that they are not organizational constructs. Organizational referents can—but 
often do not—better enable survey questions to reflect organizational constructs.
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 ● Experimental evidence from representative public service surveys in Romania and Guatemala shows that 
the choice of referent matters to how employees respond.

 ● We provide evidence that organizational referents may help reduce socially desirable responding, partic-
ularly for highly sensitive questions.

 ● We examine, but uncover little systematic evidence for, a set of other factors that could conceivably 
 influence question-referent effects. We conclude that organizational referents may be less useful 
in  situations where attitudes and behaviors are uncommon because respondents may not have the 
needed information to answer them. Beyond this, however, the size of referent effects is difficult to 
predict.

INTRODUCTION

Many civil service surveys are centrally interested in organizational aggregates. Which surveyed organization 
has the highest level of job satisfaction among its employees? Which organizations need additional ethics 
training to keep up with the ethical awareness of employees in other organizations? Questions such as these 
are core both to internal government benchmarking and, since aggregates attached to recognizable labels 
(like organization names) are simple to interpret, to government communication of data from civil service 
surveys.

The focus on organizational aggregates has an intuitive implication for how questions should be asked in 
civil service surveys: ask civil servants to evaluate their organizations. Indeed, practitioners and academics 
alike routinely ask civil servants for such evaluations. For example, the United States Office of Personnel 
Management (OPM) Federal Employee Viewpoint Survey (FEVS) asks its respondents to evaluate the extent 
to which “employees are protected from health and safety hazards on the job” as a measure of workplace 
safety (OPM 2018). This practice is sensible. If the target of evaluations is the organization, it seems rea-
sonable to align the level of measurement—the level in reference to which respondents are asked to provide 
answers—with the level at which claims are made (Klein, Dansereau, and Hall 1994). Referents, the entities to 
which a survey question refers, can be sensibly chosen to reflect the entities researchers wish to learn about. 
The question cited above is an example of the use of organizational referents in civil service surveys.

It is not always clear, however, that the organization is the most appropriate or most useful level 
of measurement. While recognizable labels make organizational comparisons simple and appealing, 
using organizational referents implies one of two claims: that the question measures the respondent’s 
perceptions of his or her organizational surroundings, or that the subject of the question is an 
 organization-level phenomenon (Klein, Dansereau, and Hall 1994; Klein and Kozlowski 2000). In the 
first instance, top-down claims can be made about how respondents react to their perceptions of 
organizational characteristics, management practices, leadership, culture, and so on. In the second 
instance, bottom-up claims can be made about organization-level phenomena principally detached from 
any individual public servant’s experiences and beliefs. Both of these claims may be true, but they are 
infrequently stated explicitly.

Levels of measurement have been subject to contention in leadership research (for example, Schriesheim, 
Wu, and Scandura 2009), organizational research (for example, Baltes, Zhdanova, and Parker 2009; Chan 
1998; Klein and Kozlowski 2000), and survey methods research (for example, Blair, Menon, and Bickart 
2004). However, the issue is rarely discussed in the inherently multilevel field focused on civil service sur-
veys. Is the common practice of asking civil service survey questions at the organizational level sensible? 
Or is the use of individual referents, asking respondents to provide information about themselves, a more 
appropriate strategy? And does the choice matter for survey results?

What is at issue is not whether the level of analysis should match the level at which claims and compar-
isons are made. There is already good evidence that these levels should match and that the consequence of 
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mismatches is potentially biased results (for example, Gingerich 2013). Instead, we examine the advantages 
and disadvantages of using individual versus organizational referents in civil surveys. Should the level of 
measurement match the level at which claims and comparisons are made as well? In which situations should 
the level of measurement be the individual respondent, and in which should it be individuals’ assessments of 
their employing organizations?

Intuitively, the answer parallels the match between claims and levels of analysis. If one is interested in 
individual public servants, individual referents should be used. If, by contrast, one is interested in organi-
zations, organizational referents should be used. However, this answer is too simple. It underestimates the 
complexity of the consequences of choosing question referents. Our chapter describes some of this complex-
ity and provides guidelines for understanding what is at stake in choosing question referents and when to 
choose which referent.

We are—as far as we know—the first to assess the issue of referent choice in civil service survey 
design. Yet the public organizational setting likely matters. Organizational referents require information 
from respondents that civil servants may not possess to the same degree private sector employees do, for 
instance. Public organizations are frequently very large in terms of both personnel and budget and are 
often hierarchically organized into relatively segmented and informationally insular parts (for example, 
Eggers 2007). This can make organizational-referent questions difficult for a public official in one part of 
an organization to answer due to a simple lack of knowledge about other parts of that same organization 
(cf. Homburg et al. 2012).

For organizations like ministries, this problem may even grow with managerial reforms that further 
segment and fragment the ministerial hierarchy into deliberately insular agencies (Dunleavy et al. 2006). 
In a sense, organizational referents in civil service surveys may have to grapple with issues similar to those 
that whole-of-government approaches to public sector organizations were intended to solve: information 
and knowledge can have a hard time traversing the organizations that respondents are asked to evaluate 
(for example, Christensen and Lægreid 2007).

Our advice to civil service survey designers is not to abandon one question referent in favor of another. 
Instead, we provide a set of important considerations that designers can use when choosing referents. 
In  particular, designers should consider:

 ● Whether what they are measuring is, conceptually, an organizational phenomenon. Does it make sense 
to think of all respondents within an organization rating the same entity when responding? If designers 
are not measuring an organizational phenomenon, organizational referents are less attractive.

 ● How sensitive their measures are. Respondents tend to respond as they believe is socially desirable when 
questions are sensitive, and this effect is more pronounced for questions about them as individuals. If 
questions are very sensitive, organizational referents may be more attractive.

 ● How easily accessible to respondents the information required for the measure is. Respondents often 
have better access to their own experiences, beliefs, and attitudes than those of their colleagues. If ques-
tions require information that is not readily available to respondents, organizational referents are less 
attractive.

These conclusions are based partly on a conceptual discussion and partly on empirical evidence. 
Empirically, we use experiments embedded in two civil service surveys. We embedded experiments in a 
survey of more than 6,000 civil servants in Romania’s central government, randomly assigning respondents 
to answer questions about human resource management practices—specifically, recruitment, promotion, 
dismissal, and turnover intent—using individual or organizational referents. We embedded a similar experi-
ment in a survey of more than 3,000 civil servants in Guatemala’s central government.

The basic thrust of the experiment is that, if referent choice matters, otherwise similar questions using 
different referents will result in different average responses. If referents do not matter, the average employee 
evaluation of the organization will correspond to the average of the employees’ evaluation of themselves. 
Thus, the experiment can provide evidence that referents matter, the core interest of this chapter. The draw-
back is that the sources of divergences are harder to determine. We do conduct a series of tests attempting 
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to determine sources, but the question we can answer most clearly is whether referents matter. Despite its 
simplicity, a strong answer to this question is useful to survey designers, many of whom do not seem to know 
whether referents matter or how they matter to the responses they get.

Beyond the questions it can answer, this experimental approach is valuable for the strength of our 
conclusions. And it sets our study apart from previous examinations of the use of referents in organiza-
tional surveys (for example, Baltes, Zhdanova, and Parker 2009; Klein et al. 2001). Prior examinations 
of referent issues have asked the same respondents to provide information both about themselves (using 
individual referents) and about their organizations (using organizational referents). This is needed, 
of course, to show that each of the two referents contributes separate information (Klein et al. 2001). 
However, it creates the risk that respondents anchor their responses to one set of questions to their 
answers to the other set of questions in order to appear consistent, or that they respond to both sets of 
questions relative to one another, either to maintain that they are “above average” on relevant metrics 
(Guenther and Alicke 2010) or because they form their answers relative to comparisons with significant 
colleagues (Baltes, Zhdanova, and Parker 2009). Thus, responses to questions with individual refer-
ents can affect subsequent responses to question sets with organizational referents and vice versa. Our 
experimental design avoids this issue, permitting a causal assessment of the relative differences between 
responses stemming from the two referents.1

We proceed in four steps. In section 2, we discuss what difference organizational as opposed to individ-
ual referents might make theoretically. We focus particularly on concept levels, socially desirable responding, 
and information availability. In section 3, we describe our survey experiments. Section 4 presents our results. 
Section 5 contains our discussion of these results for the design of civil service surveys. 

WHAT IS AT STAKE?

In this section, we provide a more detailed account of the already-noted reasons why the choice of question 
referent might matter. This takes us into the psychology of survey response and questions about levels of the-
ory and measurement from organizational studies. But the point is not the theory. Rather, we aim to provide 
readers with a rough and simple understanding of the stakes in choosing between individual and organiza-
tional referents. Table 23.1 provides an overview of the arguments we discuss. These fall along three main 
lines: the match between the measure and the target entity of interest, socially desirable responding, and the 
informational requirements placed on respondents.

Do Analyses Concern Individuals or Organizations?

At base, the choice of referent should reflect the interest of subsequent analyses. If the interest is in measur-
ing, comparing, or benchmarking organizations, organizational referents appear to be the obvious choice 
because they create a clear match between the entities in subsequent analyses (the target) and the measure. 
However, this is not as obvious as it would at first appear. Table 23.2 provides an overview of the discussion.

Table 23.2 distinguishes between referents, the entities referred to in survey questions, and target entities, 
the entities the survey aims to learn something about. The intuition is that referents should be chosen to 
match the downward diagonal of the table. Inquiries with an individual focus should ask individual-referent 
questions, while organizational inquiries should use organizational referents.

The first half of this intuition holds. Inquiries with an individual focus should likely ask about individu-
als. But the second half of the intuition is more complicated. There are three ways of thinking about set-
tings where questions either use organizational referents or aim to learn about organizations: the top-down 
perspective, which asks about organizations to learn about individual employees, the bottom-up perspective, 
which asks about organizations to learn about organizations (when possible) (Klein and Kozlowski 2000), 
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and finally, what we call the summary bottom-up perspective, which asks about individuals to learn about 
organizations through data summaries.

The top-down perspective interprets organizational-referent questions as asking about respondents’ 
perceptions of their working environment. Even questions that appear to be intrinsically at the organiza-
tional level may be best thought of at the individual level in terms of definitions, causal efficacy, or both. For 
instance, Parker et al. (2003, 390) define the psychological climate in organizations—a term that, intuitively, 
has a clear organizational focus, though it does not have this connotation in the relevant literature—as “an 
individual’s psychologically meaningful representations of proximal organizational structures, processes, 
and events.” Such representations—including perceptions of management practices and attributions related 
to those perceptions—are often proposed as causally efficacious for important employee outcomes (for 
example, Nishii, Lepak, and Schneider 2008). They are related to organizational practices, but they are not 
themselves organization-level phenomena. Rather, it is employee perceptions or experiences that matter for 
outcomes. From this perspective, organizational-referent questions are not asking respondents to rate the 
same entity—indeed, they are, in a sense, not organizational at all. Instead, they are asking about individuals’ 
representations, beliefs, or experiences. From this perspective, answers to the FEVS question about whether 
“employees are protected from health and safety hazards on the job” can be interpreted as reflecting individ-
ual respondents’ beliefs about health and safety in their workplaces—which can be relevant to understanding 
their commitment to their workplaces, their job satisfaction, or their turnover intent—but not, strictly, as 
offering descriptions of their workplaces as they are.

The bottom-up perspective is more complicated. It involves interpreting respondents’ evaluations as 
reflecting genuine organizational constructs—that is, features of the organization—over and above the 
 perspective of the individual respondent. It is not perceptions but features of the organization that are the 
target of organizational-referent questions, from this perspective. Respondents within an organization are all 
seen as rating the same entity with the same characteristics.2 The bottom-up perspective on organizational 
referents assumes that the characteristic of concern in a question is a characteristic of the organization, 

TABLE 23.1 Advantages and Disadvantages of Organizational and Individual 
Referents When Used for Calculating and Analyzing Organizational Aggregates

Type of cost or benefit Organizational referents Individual referents

Conceptual + Match between target and 
measure
− Disagreement

+ No agreement requirement
− Possible mismatch between target and 
measure

Measurement + Decreased social-desirability bias
− Informational requirements

+ Fewer informational requirements
− Social-desirability bias

Source: Original table for this publication .
Note: This table shows a summary of the discussion in the three following subsections . Columns represent question referents 
(organizational vs . individual) . Rows are divided into conceptual concerns (discussed in the first subsection) and measurement concerns 
(discussed in the second and third subsections) . Plus signs indicate competitive advantages relative to the referent in the other column; 
minus signs indicate competitive disadvantages . Advantages and disadvantages are relative to data used for calculating organizational 
aggregates . Some points are not relevant in other contexts (for example, “match between target and measure” is not a competitive 
advantage for organizational-referent questions if an individual’s beliefs are the target, as in the top-down perspective) .

TABLE 23.2 Question Referents and Target Entities

Target entity

Organization Individual employee

Question referent Organizational Bottom-up Top-down

Individual Summary bottom-up Individual focus

Source: Original table for this publication .
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not of the respondent. From this perspective, answers to the question about whether “employees are pro-
tected from health and safety hazards on the job” are ratings of the organization; they ask the responding 
employee to evaluate the organization (principally) as a whole. Consequently, since respondents within an 
organization are rating the same entity, the bottom-up perspective assumes a substantial level of agreement 
among respondents in the same organization. 

Based on the assumptions behind the bottom-up perspective, it seems reasonable to believe that using 
organizational referents furthers agreement on responses within organizations because individual respon-
dents are essentially instructed to disregard their personal experiences and report using a referent shift. From 
this perspective, there may be reason to prefer organizational referents because they may further the agree-
ment necessary for the desired bottom-up interpretation of organizational aggregates as reliable descriptions 
of the organization as one entity evaluated by multiple raters.

But what if respondents within organizations do not agree? The answer can be stated, likely too suc-
cinctly: then the measures do not appropriately measure an organization-level characteristic but a construct 
at a lower level (such as an employee perception). This brings us to the summary bottom-up perspective, 
which construes descriptions of organizations using survey data as summaries of individual perspectives. 
Employee responses to organizational referents can be thought of as such summaries, but they do not have 
the advantage of capturing the organization above individual perceptions and experiences. This is because 
the perspective does not consider employees as rating the organization but as providing their own views.

Uneven implementation within organizations is often proposed as a vehicle for intraorganizational 
differentiation in civil service management practices when these are measured using organizational referents 
(Bezes and Jeannot 2018; Meyer-Sahling and Mikkelsen 2016, 2020). From this argument, questions with 
organizational referents do not necessarily result in organization-level assessments by respondents but rather 
elicit the experience of respondents in their immediate working environments. The disadvantage is uncer-
tainty about the width of the assessments provided by individual respondents if these are not at the organiza-
tional level to which survey items refer. If organizational referents do not prompt consensus on ratings of the 
same entity, it is not clear what level the questions measure. Instead of capturing their organizational target, 
organizational aggregates are reduced to summaries of features of lower levels, be these sections, teams, or 
individuals.

Indeed, when organizational aggregates of responses are seen as summaries of individual perspectives, 
organizations are arguably better described using individual-referent questions: the width of the assess-
ment is determined by the question, and the result is still a useful organizational summary. The cost of 
this view is that organizational characteristics are redefined to nothing more than aggregates of individual 
answers. Organizational workplace safety, for example, becomes the proportion of employees who think 
their work is safe.

In sum, if civil service survey designers are primarily interested in organizational aggregates, should they 
ask questions with organizational referents to ensure correspondence between levels of measurement and 
levels of theory? It depends. If respondents’ within-organization responses are strongly correlated, individual 
and organizational referents are both useful measures of organizational characteristics. While they entail 
different perspectives on interpreting answers, and the bottom-up perspective has a more intuitive appeal, 
both kinds of referent can be used.

However, if responses do not strongly correlate within organizations, this indicates that the use of indi-
vidual referents is preferable on a conceptual basis. The bottom-up perspective, in this situation, does not 
lend as much analytical leverage as the summary bottom-up perspective because responses do not reflect an 
organization-level construct; instead, organizational aggregates are more readily understood as summaries of 
employee information. 

In sum, if employees’ beliefs and perceptions are of central interest—as in the right column of 
table 23.2—the choice of referent is conceptual, not statistical. In that case, organizational referents should 
be used if respondents’ beliefs about the organization are of central interest, and individual questions 
should be used if respondents’ own experiences and behaviors are of interest. However, if the organiza-
tion is the target, the preferable choice of referent is, in part, statistical because organizational-referent 
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questions impose the requirement of interrater agreement among employees of the same organization, while 
 individual-referent questions do not. Even such statistically based choices have conceptual consequences, 
however, since the bottom-up and summary bottom-up perspectives use different ideas about the composi-
tion of  individual responses and hence capture somewhat different ideas about what organizational aggre-
gates are (Chan 1998).

Are Questions Sensitive?

It is often less embarrassing and feels less threatening to respond to a question in a socially undesir-
able way if the question is not about oneself. “Do you ever steal stationery from work?” is a much more 
 sensitive question on its face than “Do colleagues in your organization ever steal stationery from work?” 
Consequently, many researchers utilize organizational referents not on conceptual grounds but to limit 
socially desirable responses. Organizational referents are used to make sensitive questions less sensitive to 
respondents, on the assumption that they will provide more truthful answers and avoid social-desirability 
bias (SDB) due to question sensitivity (for example, Graaf, Huberts, and Strüwer 2018; Meyer-Sahling and 
Mikkelsen 2016).

This assumption is plausible and has been indirectly tested in other fields under labels such as “proxy 
questioning” (Blair, Menon, and Bickart 2004) and “structured projective questioning” (Fisher 1993). For 
instance, in marketing, Fisher (1993) studies whether questions that ask for the opinion of others rather 
than the respondent’s own opinion can reduce SDB. Fisher’s finding accords with the assumptions made in 
analyses of civil service survey data: indirect questions reduce SDB on questions subject to social influence. 
Thematically closer to our purpose, Bardasi et al. (2011) find that reported male labor market participation 
rates dropped substantially when others provided proxy answers, rather than the men themselves. Like these 
approaches, the use of organizational referents is sometimes interpreted as an indirect question technique 
because respondents provide information about others, not about themselves.

Questions engender SDB through several channels. Questions can be intrusive, threatening, or socially 
undesirable (Tourangeau and Yan 2007). Intrusive questions can be seen as offensive, nosy, or taboo. 
Threatening questions make respondents worry about the disclosure of their responses and the negative 
consequences that may ensue. Finally, socially undesirable questions are questions for which certain answers 
violate social norms.

Disclosure threats and socially undesirable answers are particularly relevant to our discussion. In orga-
nizational settings, the disclosure of attitudes and behaviors to which colleagues, management, political 
superiors, the media, or the public will react negatively is a real concern. This is true of questions for which 
admitting to behaviors can have negative career consequences—such as admitting to kickbacks (Meyer-
Sahling and Mikkelsen 2016). And it is true of questions for which agreeing or disagreeing can be seen as 
negative by colleagues or management and have negative consequences in terms of careers or ostracization 
at work. Sensitive questions—for example, questions about corruption or absenteeism—thus engender one 
form of SDB, but not the only form. Socially desirable responding can also occur for questions in which 
anything but a strong endorsement of the question’s content can be seen as undesirable—such as questions 
about helping colleagues or working hard.

If SDB were all about threats of disclosure, however, anonymity safeguards for individual responses 
should help the problem. Unfortunately, SDB persists—albeit to varying degrees—even when anonymity is 
guaranteed (Kreuter, Presser, and Tourangeau 2008).3 This is why many contemporary studies of very sen-
sitive topics, such as corruption, employ indirect questioning techniques, such as the randomized response 
method (for example, Gingerich 2013) or conjoint experiments (for example, Schuster, Meyer-Sahling, and 
Mikkelsen 2020) to protect respondents’ answers. When such techniques are too cumbersome or are not 
available, the use of organizational referents may be an attractive way to combat residual socially desirable 
responding by asking respondents about sensitive topics less directly. The cost of doing so, as we discuss 
below, is that organizational-referent questions on sensitive topics often place strong demands on respon-
dents for information that may not be accessible to them.
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In situations where SDB is severe and information is at least somewhat readily available to organizational 
outsiders, organizational aggregates may even be obtained from raters external to the organization. Such 
individuals will likely be less affected by SDB, although they may have other interests at stake in responding. 
However, using their answers comes at the cost of losing access to information from inside organizational 
boundaries, which may make their assessments noisy or inaccurate (for example, Razafindrakoto and 
Roubaud 2010). And, of course, this problem is likely to be particularly pernicious for sensitive questions, in 
which information is likely to be deliberately concealed from external assessment.

In sum, question sensitivity is a common reason for the use of organizational referents. There are good 
reasons to think this is an effective strategy, but, as far as we know, it has not been empirically examined in 
the context of civil service surveys. We do so below.

Is Organizational Information Available to Respondents?

The third topic we cover concerns information. Specifically, in some circumstances, it may be difficult 
for respondents to have the information that organizational referents ask them to provide. When asked a 
question with an individual referent, respondents work to retrieve or recall information about the question 
(Tourangeau, Rips, and Rasinski 2000). For past behaviors, recall involves respondents’ remembering what 
they have previously done. For beliefs or attitudes, following Zaller (1992), we can think of recall as respon-
dents’ process of deciding what beliefs or attitudes they hold, which can be either remembered or formed on 
the spot based on available information.

Recall and introspection are not perfectly reliable, and respondents tend to “fill in” information they 
are unsure about or do not recall accurately (Tourangeau, Rips, and Rasinski 2000). Yet the difficulties can 
multiply when questions are posed using organizational referents. Organizational referents impose an addi-
tional challenge for respondents. If organizational referents work as intended, respondents rely on different 
sources of information when answering questions about themselves or about others (cf. Blair, Menon, and 
Bickart 2004). It is reasonable to believe that information about aggregates, such as organizations, will often 
be harder for respondents to access, and perhaps harder to recall, than information obtained by introspec-
tion (that is, information about themselves). Consequently, respondents’ beliefs about their organizational 
surroundings may be mistaken or biased, which may influence their responses.

When Meyer-Sahling and Mikkelsen (2016), for instance, ask respondents whether “political parties 
place their supporters in the ministerial structure” as a measure of personnel politicization, they are ask-
ing respondents for an evaluation they may not have sufficient information to provide accurately. Did new 
recruits get their positions due to political influence? Politicization may be hidden, particularly where—as in 
Central and Eastern Europe, where the authors collect their data—political influence over recruitment often 
extends to positions formally codified as career posts (for example, Meyer-Sahling 2011).

Due to these difficulties, respondents who are asked questions using organizational referents may 
get their answers wrong, with consequences for measurement. The literature on establishment surveys— 
instruments in which one respondent replies on behalf of an organization—assumes that respondents use 
records from the establishment to counteract these difficulties (Edwards and Cantor 2004). However, it is 
certainly optimistic to expect respondents in civil service surveys to do the same. Even if they could and 
were willing, many of the topics of central interest to civil service surveys—like politicization—are often not 
formally recorded. As such, errors rooted in mistaken beliefs are likely to persist.

Moreover, when respondents lack necessary information, they may default to public sector stereotypes or 
other heuristic shortcuts to construct an answer. If public servants hold views similar to the general public, 
for instance, they may default to considering their colleagues as stereotypically caring or dedicated (Willems 
2020), irrespective of their own concrete knowledge about the caring or dedication of organizational mem-
bers beyond their immediate coworkers. Or respondents may extrapolate from anecdotes or stories to a 
systemic evaluation, particularly if they are asked to evaluate questions on topics they view as threatening or 
emotionally engaging (Freling et al. 2020).
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From the perspective of the response process, the built-in assumption behind the use of organizational 
referents can easily come to seem somewhat heroic in large and complex organizations. Findings from 
previous studies do not help. Baltes, Zhdanova, and Parker (2009) propose that respondents may rely on 
“better-off ” or “worse-off ” colleagues when responding to questions with organizational referents. This may 
bias estimates of organizational aggregates because the implicit referents that are actually used are no longer 
representative of the organization.4 Similarly, Shah (1998) finds that job-related information is often obtained 
from people in similar positions, whereas organization-related information is obtained from friends within 
the organization. This means organizational-referent questions are answered using networked information 
rather than representative information or simple ratings of features of the organization.

However, organizational information may not be equally difficult to obtain in all organizations or by 
all public servants. When answering questions about others, respondents may start with themselves and 
subsequently take in the stories and observed behavior of others (Hoch 1987). This information may be 
sourced from networks, but there are predictable situations in which it is more likely to accurately represent 
the  organization. In those situations, question referents are likely to matter less for responses, and hence 
concerns with the information requirements of organizational referents may not matter in practice.

First, drawing information from unrepresentative colleagues, stories, and observed behaviors should 
matter less when questions concern attitudes or behaviors that are either very rare or very common. In these 
situations, most colleagues, stories, and observed behaviors will provide the same information: that the 
attitude or behavior is very rare or very common. This means that while respondents may not, in fact, know 
the answer to a question using an organizational referent, their assessment is likely to be less affected by how 
they arrive at it. A similar point holds when most members of an organization hold roughly similar views 
because networked information in this situation is also more likely to be representative of the common view 
in the organization.

Learning is another factor that may limit how much questions using organizational referents elicit biased 
assessments. For instance, years of employment in an organization may improve the accuracy of reports 
about it (cf. Blair, Menon, and Bickart 2004). That is, respondents may learn to answer questions using orga-
nizational referents more accurately after years in an organization because they acquire more information 
over time.5

In sum, questions using organizational referents ask a lot of respondents informationally. Employees 
are asked to assess the characteristics of large and diverse organizations based on information they may 
not have. This is concerning because responses may come to rely on unrepresentative information, stories, 
observed behaviors, networks of colleagues, and social comparisons within public organizations rather 
than the real features of these organizations. This makes such questions less attractive where information 
is hard to obtain. The more we know about which respondents in which organizations are most likely to 
have the necessary information, however, the more we can counteract this disadvantage of organizational 
referents. In our analysis below, we seek to provide such knowledge, but we find that patterns are difficult to 
uncover.

To summarize, we arrive at the advantages and disadvantages outlined in table 23.1. Organizational 
 referents have the advantage of matching target to measure when an inquiry is interested in describing 
organizations. This is the promise of the bottom-up perspective on organizational measurement. 
The  disadvantage is that the perspective underpinning them requires substantial agreement in answers 
between employees within the same organization. This may not obtain. When agreement does not obtain, as 
our discussion of the top-down and summary bottom-up perspectives reveals, the conceptual advantage of 
organizational- referent questions for inquiries interested in organizations diminishes.

Moreover, asking about organizations may decrease SDB but may do so at the cost of placing large 
informational requirements on responding employees. Conversely, questions about respondents themselves 
require less external information and no within-organization agreement in responses. But this comes at 
the cost of greater SDB and of presenting organizational summaries rather than describing organizational 
features beyond individual respondents’ aggregated perspectives.
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DATA

We rely on two survey experiments to examine the questions we have raised in the previous section. We first 
describe the surveys in which these experiments were embedded, then the experiments themselves and how 
they help us gain strong leverage on question referents.

Surveys

Our experiments were embedded in two surveys of central government public servants. We implemented 
the first survey in Romania between June 2019 and January 2020. Respondents were randomly assigned 
to face-to-face or online survey formats and partook in our experiment as part of a longer survey on 
civil service management practices. In all, we interviewed 3,316 respondents face-to-face (for a response 
rate of 92 percent) and 2,721 respondents online through Qualtrics (for a 24 percent response rate). 
The representativeness of our samples and the extent to which it differs according to the survey mode is 
covered in detail elsewhere in The Government Analytics Handbook (chapter 19).

We fielded the second survey in 18 Guatemalan government institutions between October and 
December 2019. Our experiments were embedded in a longer civil service survey. Respondents were 
sampled through the sample frame used for the Human Resources National Census, comprising staff lists 
of 14 central and four decentralized government institutions, and were asked to participate in face-to-face 
interviews. In all, we interviewed 3,465 respondents (for a 96 percent response rate).6

Though both surveys included responses concerning a range of civil service management practices 
of potential interest for questions surrounding the use of referents, we focus our attention on the analysis 
of the question-referent experiments. This is, as we explain next, where we get the strongest leverage on 
 question-referent issues.

Experiments

Our experiments all share the same essential strategy. Each survey respondent was randomly assigned to one 
of two survey flows. In one flow, the respondent was asked a set of questions (see below) that use organiza-
tional referents. In the other flow, the respondent was asked a set of questions differing from the first ques-
tions only in their use of individual rather than organizational referents.

Assignment to each survey flow was random for reasons of causal identification: random assignment 
ensures that the respondents who answered questions using individual referents and those who answered 
otherwise equivalent questions using organizational referents are identical, on average, on all observed and 
unobserved characteristics. As a result, any difference between average responses in the two flows must be 
due to the difference between them: whether question referents are individual or organizational. This ensures 
that we can causally identify the difference referents make to respondents’ answers. It is the experimental 
setup that enables us to say with confidence that referents matter, how much, and for which organizations or 
groups of people.

The gist of our argument is this: if we ask some respondents a question on, say, salary satisfaction with 
reference to themselves and other respondents a salary-satisfaction question with reference to their organi-
zation, the average response from all respondents in an organization to each question should be the same if 
the question referent does not matter. The respondents who answered questions with individual referents are 
a random sample of all respondents and, thus, representative of them. The respondents who answered ques-
tions with organizational referents are also a random sample and, thus, representative in their views of their 
organization.7 Therefore, any average difference between respondents assigned to different question referents 
must be due to the question referents.
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In both surveys we fielded, we manipulated different sets of questions in this manner. In the survey 
in Romania, we assigned respondents to individual- or organizational-referent versions of questions 
surrounding recruitment (two questions), promotions (two questions), turnover (five questions), and 
dismissals (two questions). All questions were in five-point Likert scales. Additional follow-up questions on 
the use of various sources of information in recruitment and the questions asked at recruitment interviews 
were similarly randomized. We include these only in some of our analyses as they are scaled differently than 
the questions listed above. Questions were assigned to respondents in groups such that respondents either 
got all questions using individual referents or all questions using organizational referents. For instance, the 
group of respondents who received organizational-referent questions was asked the question “Please indicate 
the extent to which you agree or disagree with the following statements: The promotion process in my 
institution is fair.” By contrast, the other group of respondents, who received individual-referent questions, 
was asked the question “Please indicate the extent to which you agree or disagree with the following 
statements: The promotion process I have to go through in my institution is fair.” Appendix K.1 shows the 
full lists of questions in both versions.

Similarly, in the survey in Guatemala, we assigned respondents to individual- or organizational-referent 
versions of questions surrounding promotion confidence (one question), promotion fairness (one question), 
turnover (three questions), dismissals (two questions), and leadership (nine questions). Appendix K.1 shows 
the full lists of questions in both versions. Even where themes overlap, questions were formulated somewhat 
differently in Romania and Guatemala. Consequently, a comparison of results between the two countries 
should be made with caution.

From a design perspective, the experiments illuminate question-referent effects, but they do share a common 
drawback: we lack an objective benchmark for the phenomena, behaviors, or attitudes they measure. This 
means that while we are willing to interpret average higher scores on sensitive questions as diminishing SDB, 
we are often not strictly able to say whether individual or organizational referents caused the stronger method 
effect grounded solely in the way the question was posed. This is a weakness shared by most nonlaboratory 
experiments of this type, but we are still able to examine differences between individual- and  organizational-
referent questions, which are often informative. With this caveat noted, we proceed to our results.

RESULTS

There is much we can examine within our framework using our data. Within the confines of this chapter, we 
cannot address every possible question. Instead, we opt to answer four questions directly related to the issues 
of substantive interest, information availability, and social desirability that we have outlined. Each subsection 
poses a question, which is immediately answered before detailed results are provided.

Do Organizational-Referent Questions Reliably Reflect Organizational Characteristics?

Organizational-referent questions do not generally reflect organizational characteristics, though they often 
reflect them better than individual-referent questions do. For this reason, individual-referent questions may 
be preferred on conceptual grounds in many instances, given that organizational referents—while often 
resulting in increased agreement—are by no means guaranteed to ensure that questions result in clear ratings 
of organizational characteristics rather than summaries of individual perspectives.

As noted, one central question for the bottom-up perspective on the utility of organizational and 
 individual referents in civil service surveys concerns agreement within organizations. If respondents within 
an organization tend to agree in their responses to questions about their organization, we can more plausibly 
claim that their responses evaluate the same organizational phenomenon. If respondents rate the same entity 
in the world, they should agree in their ratings.
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There are many measures of within-group agreement on survey measures. Here we opt for a common 
and simple measure, intraclass correlation (ICC). ICC is a measure of how much responses to questions 
rely on respondents’ organizational setting. It can be interpreted as the percentage of variation in 
responses accounted for by organizational level. The higher the ICC, the more responses correlate within 
organizations—that is, the more respondents within organizations agree on their answers—and the more we 
can think of measures as reflecting objective organizational characteristics, which are simply observed and 
reported by respondents.

Our data permit the examination of two questions regarding ICC. First, are responses within 
organizations correlated to a high enough degree that we can think of the concepts they measure as genuine 
organization-level constructs? Second, is the correlation affected by the use of organizational or individual 
referents? If it is, this could indicate that organizational-referent questions can help survey designers elicit 
answers that characterize organizations from the appealing bottom-up perspective. Other things being 
equal, responses to questions about organizations should correlate more within organizations than responses 
to individual-referent questions.

Figures 23.1 and 23.2 examine these questions using the surveys from Romania (figure 23.1) and 
Guatemala (figure 23.2). Analysis of the Romanian data reveals that there is non-negligible agreement on 
responses within organizations for several questions but not for others. For some questions, the ICC is low 
enough that we might ask whether questions using either of the two referents elicit responses that refer to the 
same underlying phenomenon (rather than reporting two different perspectives).8

FIGURE 23.1 Intraclass Correlations for the Romanian Data
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Source: Original figure for this publication .
Note: Bars show the calculated organizational ICC for each variable in the survey experiment in Romania, divided by HR area and treatment status . Positive 
differences between organizational (light blue) and individual (dark blue) referent questions indicate stronger agreement for the former than for the latter . 
See appendix K .1 for full items and question labels . ICC = intraclass correlation .
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Equally important for our purposes, these data show that organizational-referent questions do  generally 
correlate more strongly within organizations than questions with individual referents. The expected 
 agreement effect from organizational referents does emerge for some questions. The ICC for questions using 
organizational referents is higher for all but two recruitment questions in the Romanian data, though some 
differences are slight.

Question-referent effects are particularly pronounced for the turnover and recruitment questions. For 
turnover questions, within-organization agreement climbs by a factor of four. One possible explanation for 
this is social desirability. If respondents differ in their propensity to provide socially desirable answers more 
than they differ in their views on turnover intention among their colleagues, we could arrive at the pattern 
we observe. For now, however, this has to be considered speculative.

Somewhat puzzlingly, referent effects on recruitment items are reversed relative to what we would 
expect. Respondents to individual-referent questions agree more within organizations than respondents to 
 organizational-referent questions. One possible explanation for this is that the questions using individual 
referent ask about recruitment processes that may have occurred years ago. This could lead to larger differ-
ences within organizations that have changed practices over time. However, our data do not reveal substan-
tial differences in estimated ICCs if we split them along years of service.

Another possible explanation is that respondents’ beliefs about public sector recruitment generally lead 
to the underestimation of differences between organizations, which drives down the ICC for questions using 
organizational referents, while individual-referent questions capture the diversity in recruitment practices.9 

FIGURE 23.2 Intraclass Correlations for the Guatemalan Data
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Source: Original figure for this publication.
Note: Bars show the calculated organizational ICC for each variable in the survey experiment in Guatemala, divided by HR area and treatment 
status. Positive differences between organizational (light blue) and individual (dark blue) referent questions indicate stronger agreement for 
the former than for the latter. The horizontal axis is kept on the same scale as in figure 23.1 for ease of comparison. See appendix K.1 for full 
items and question labels. ICC = intraclass correlation.
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This is consistent with the fact that the between-organization variance of organizational-referent questions 
for recruitment is among the lowest in our data (alongside variables related to career advancement).

Analysis of the Guatemalan data reveals a similar pattern, although with a lower ICC across the board 
(figure 23.2). This offers two important lessons. First, many of the questions we examine do not appear to 
be statistically sound measures of bottom-up, organization-level constructs in Guatemala. The lower ICCs 
are due in part to the larger size of Guatemalan institutions, which leads to more variation within them. 
But this is precisely the point: respondents in these large organizations may be rating effectively different 
entities. It seems responses in our Guatemalan data are often better seen as employee perspectives, from 
the summary bottom-up perspective. Second, organizational referents do sometimes, as expected, help 
consolidate responses around agreeing ratings of organizational constructs, particularly for leadership 
and turnover.

What does this mean? From the bottom-up perspective of using survey responses to describe 
organizational characteristics, these analyses are not generally good news. Instead, they indicate that many 
organizational aggregates are perhaps better thought of, from the summary bottom-up perspective, as data 
summaries, particularly in Guatemala. That is, the summary bottom-up perspective appears to have more 
traction here than the pure bottom-up perspective. As noted, there may be good structural reasons for this. 
Public organizations are large, segmented, and complex entities in which management practices can vary by 
team, division, or section—particularly where management and human resources tasks are decentralized 
to line managers. Expecting consistent organizational characteristics to emerge under these conditions 
is, perhaps, expecting too much. The use of organizational referents does seem to consolidate a unified 
description by respondents, but to a limited degree, leaving plenty of disagreement behind.

Conceptually, then, while civil service surveys may benefit from the use of organizational referents, the 
big prize—the reliable description of organizational phenomena as rated by organizational members above 
and beyond their individual perspectives—appears elusive in our data. Given this conclusion, the question 
arises whether the use of organizational or individual referents matters to the data summaries both questions 
can provide.

Does the Choice of Referent Matter for Responses?

Yes, in most instances, the choice of referent matters for responses, although it matters more for average 
responses than for relationships between response variables or for the tendency to respond at all. Average 
responses are sometimes higher and sometimes lower for organizational-referent questions, depending 
on the question. Similarly, nonresponse is sometimes more common and sometimes less common for 
organizational-referent questions, depending on the question. There is little systematic evidence that 
question referents matter to associations between different measures and less evidence still that associations 
are systematically stronger or weaker.

In figure 23.3, we show, using the Romanian data, the differences in average responses to questions on 
recruitment, turnover, dismissals, and promotion, varying only the use of organizational versus individual 
referents. As the figure shows, respondents who were asked about themselves rather than their colleagues 
are, on average,

 ● More convinced that they are difficult to dismiss or transfer,

 ● Less convinced that their responsibilities match their job descriptions, and, most markedly,

 ● Less willing to quit their jobs, organizations, or the public service.

Notably, two recruitment questions and both promotion questions do not show clear evidence that 
 referents matter to responses.

These results provide the minimally expected result that different question referents result in different 
responses. Moreover, they are our first indication that the use of organizational referents really does make 
respondents more willing to admit to sensitive attitudes and behaviors, such as turnover intentions, as well as 
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slightly less prone to exaggerate their views on dismissals and their job descriptions. We return to this issue 
in more detail below.

Figure 23.4 shows the results of a similar analysis using the Guatemalan data. In these data, the use of 
organizational versus individual referents matters more to average responses than in the Romanian data. 
Individual referents make respondents

 ● More likely to report that their direct managers are more transformational and ethical in their leadership 
styles on nearly any measure,

 ● Less prone to report turnover intentions,

 ● Less concerned about involuntary dismissals and transfers, and

 ● More convinced that promotions are within reach and that the process for achieving promotion is fair.

We can conclude at this stage that the choice of referent often matters to average responses—sometimes 
not a lot, but substantially for some questions. We return to plausible determinants of when referent choice 
matters below. Qualitatively speaking, however, we can already establish that referents do matter.

The average responses provided to survey questions matter a great deal, not least because they feed the orga-
nizational descriptive statistics commonly used in benchmarking organizations (about which,more shortly). 

FIGURE 23.3 Organizational and Individual Referents in the Romanian Data

0 0.25 0.50
Referent e�ects 

(Organizational - individual)
Referent e�ects 

(Organizational - individual)

0.75 0 0.25 0.50 0.75

Want to quit job

Want to leave public service

Search for other jobs

Want to leave institution

Quit if the chance is there
Clear job description

Tested relevant skills
and knowledge

Responsibilities match
job description

c. Recruitment d. Turnover

Referent e�ects 
(Organizational - individual)

Referent e�ects 
(Organizational - individual)

0 0.25 0.50 0.75 0 0.25 0.50 0.75

Di�cult dismissals

Di�cult involuntary
transfers

Clear promotion process

Fair promotion process

a. Dismissal b. Promotion

Source: Original figure for this publication .
Note: Bars show estimated differences between organizational- and individual-referent questions in the survey experiment in Romania with 95 percent 
confidence intervals based on cluster-robust standard errors . Bars left of zero on the horizontal axis indicate higher scores on the individual-referent version of 
the question, whereas bars right of zero indicate higher scores on the organizational-referent version . All variables are scaled on the same 1–5 Likert scale . See 
appendix K .1 for full items and question labels .
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Yet average responses are not the only quantity that question referents may affect. It is  possible, for 
instance, that organizational-referent questions are harder for respondents to understand, prompting item 
 nonresponse—that is, respondents’ not responding to individual items (see chapter 22).

Figure 23.5 examines this question using our Romanian data. Using a set of linear probability models 
with institution fixed effects, we find evidence of substantial nonresponse effects, particularly for questions 
relating to turnover. For each turnover question, the estimated probability of respondents not responding 
to individual-referent questions is increased by more than 20 percent relative to otherwise identical 
organizational-referent questions. This effect is substantial and worth considering. It is also worth noting, 
however, that less-sensitive questions on dismissal show much smaller effects, and questions on recruitment 
show no clear evidence of an effect at all. Moreover, individual referents substantially reduce nonresponse 

FIGURE 23.4 Organizational and Individual Referents in the Guatemalan Data
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Source: Original figure for this publication .
Note: Bars show estimated differences between organizational- and individual-referent questions in the survey experiment in Guatemala with 95 percent 
confidence intervals based on cluster-robust standard errors . Bars left of zero on the horizontal axis indicate higher scores on the individual-referent version 
of the question, whereas bars right of zero indicate higher scores on the organizational-referent version . All variables are scaled on the same 1–5 Likert scale . 
See appendix K .1 for full items and question labels .
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relative to organizational referents for questions relating to promotion. One explanation for this finding 
may be that questions surrounding promotion processes are difficult to answer on behalf of the organization 
as a whole, leading respondents to nonresponse as a way of indicating they do not know the answer 
(see chapter 22). We return to the consequences of these findings below.

A final question we can examine is whether there are referent effects not on responses to individual sur-
vey variables but on relationships between survey variables. It is possible, for instance, that respondents fall 
back on their general opinions about the organization when asked for specific information about it, forming 
their attitudes as they go. This could result in increased statistical relationships between variables because 
they all tap into the same overarching attitude.

Table 23.3 examines this question using the leadership questions from the Guatemalan data. The 
table shows differences in statistical association between respondents who answered individual-referent 
questions and respondents who answered organizational-referent questions. Positive values indicate that 
organizational-referent questions correlate more strongly than similar individual-referent questions.

Table 23.3 does give some indication that variables covary differently when using organizational- rather 
than individual-referent questions. The effects we find indicate that the relevant relationships are generally—
though not always—stronger when organizational referents are used. The differences vary in size, and not all 
are substantial. However, qualitative conclusions about the relationships between factors do sometimes hinge 
on the choice of referent. For example, when using our leadership, recruitment, and promotion variables to 

FIGURE 23.5 Estimates of Referent Effects on the Likelihood of Item Nonresponse
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Source: Original figure for this publication .
Note: Bars show linear probability estimates of the differences between organizational- and individual-referent questions in the survey 
experiment in Romania with 95 percent confidence intervals based on cluster-robust standard errors . Bars left of zero on the horizontal axis 
indicate a higher probability of missingness on the individual-referent version of the question, whereas bars right of zero indicate a higher 
probability of missingness on the organizational-referent version . All variables are scaled on the same 0–1 scale, where 1 indicates “missing .” 
See appendix K .1 for full items and question labels .
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TABLE 23.3 Estimated Differences in Relationships between Leadership Variables for Different Referents, Guatemala 
(Organizational—Individual)

Communicates 
and 

encourages

Communicates 
ethical 

standards

Fulfills 
promises and 
commitments

Is concerned 
for wellbeing

Leads by 
example

Makes staff 
feel proud

Promotes 
accountability

Puts others 
interest before 

own

Supports 
professional 
development

Communicates and 
encourages

–0 .064*
(0 .028)

–0 .046
(0 .033)

–0 .027
(0 .022)

–0 .085***
(0 .019)

–0 .037
(0 .022)

–0 .069*
(0 .031)

0 .095*
(0 .036)

–0 .042‡
(0 .021)

Communicates 
ethical standards

–0 .092**
(0 .026)

–0 .122**
(0 .034)

–0 .130***
(0 .028)

–0 .125***
(0 .030)

–0 .108***
(0 .021)

–0 .138***
(0 .031)

0 .059
(0 .034)

–0 .128***
(0 .029)

Fulfills promises and 
commitments

0 .012
(0 .040)

–0 .027
(0 .043)

0 .020
(0 .041)

–0 .055
(0 .032)

–0 .017
(0 .033)

–0 .007
(0 .044)

0 .179***
(0 .037)

0 .020
(0 .026)

Is concerned for 
wellbeing

–0 .033
(0 .025)

–0 .117**
(0 .036)

–0 .035
(0 .026)

–0 .086*
(0 .034)

–0 .021
(0 .021)

–0 .056‡
(0 .031)

0 .161***
(0 .031)

–0 .038*
(0 .017)

Leads by example –0 .037
(0 .036)

–0 .044
(0 .037)

–0 .073*
(0 .034)

–0 .032
(0 .028)

0 .000
(0 .025)

–0 .046
(0 .036)

0 .154**
(0 .042)

–0 .028
(0 .027)

Makes staff feel 
proud

–0 .038
(0 .031)

–0 .078*
(0 .028)

–0 .086*
(0 .033)

–0 .022
(0 .026)

–0 .056*
(0 .022)

–0 .075**
(0 .022)

0 .126***
(0 .033)

–0 .035
(0 .032)

Promotes 
accountability 

–0 .013
(0 .028)

–0 .032
(0 .027)

–0 .009
(0 .038)

–0 .003
(0 .025)

–0 .035
(0 .030)

–0 .007
(0 .023)

0 .144***
(0 .036)

–0 .003
(0 .028)

Puts others interest 
before own

0 .137**
(0 .047)

0 .117*
(0 .048)

0 .208**
(0 .056)

0 .191***
(0 .044)

0 .194**
(0 .056)

0 .162***
(0 .038)

0 .176**
(0 .049)

0 .156**
(0 .042)

Supports professional 
development

–0 .019
(0 .030)

–0 .089*
(0 .038)

–0 .009
(0 .021)

–0 .004
(0 .027)

–0 .049
(0 .028)

–0 .006
(0 .025)

–0 .032
(0 .031)

0 .150***
(0 .037)

Source: Original table for this publication .
Note: Results from ordinary least squares models with institution fixed effects and standard errors clustered by institution . Each cell in the table is the estimated interaction between our experimental treatment and the 
question in the cell’s row in a model predicting the question in the cell’s column . All variables are scaled on the same 1–5 Likert scale . See appendix K .1 for full items and question labels . p-values: ‡ p < 0 .100, * p < 0 .050, 
** p < 0 .010, *** p < 0 .001 .
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predict turnover variables in the Guatemalan data, 13 percent of estimated associations have different signs 
depending on the referent used.10

In sum, the choice of question referent matters. We find often small but sometimes substantial referent 
effects on the average responses to most questions we examine. Given our experimental setup, these differ-
ences must be due to the way we pose our questions. Hence, average differences are, in most cases, plausibly 
interpreted as being due to the question referent. We also find substantial referent effects on nonresponse 
patterns, but without a single direction of the effect. Whether referents make people respond more or less 
often appears to hinge on the question, its sensitivity, and how difficult it is to respond to. Finally, we find 
referent effects on relationships between some variables, but not in any clear direction.

Can Organizational Referents Limit Social-Desirability Bias?

Yes, organizational referents limit SDB, but mostly for strongly sensitive items. We find evidence that 
more-sensitive questions show larger differences between individual- and organizational-referent questions 
in our experiment. This likely indicates that organizational referents can help limit SDB in civil service sur-
veys. We find indications that this effect may be particularly pronounced for very sensitive questions.

As noted above, combatting SDB is a sensible reason for the use of organizational referents. To examine 
this question in more depth, we coded our individual questions in the Romania and Guatemala experiments 
for their sensitivity (see chapter 22 for details on the procedure). For the sake of statistical power in the 
analyses that follow, we now include the follow-up questions on the use of various sources of information 
in recruitment and the questions asked at recruitment interviews from the Romania questionnaire we have 
excluded from our analysis up to this point.

We regress this measure on the absolute difference between average responses to questions using indi-
vidual and organizational referents (the referent effect), which we standardize to make our different response 
scales comparable. We run regressions with two sets of observations: one (model 1 in table 23.4) in which 
each observation is a question—from either survey—with its associated referent effect and sensitivity score, 
and one (model 2) in which each observation is an organizational aggregate for a question.

If organizational referents guard against SDB, we would expect a positive association between the sensi-
tivity of questions and referent effect sizes because a reduction in SDB for sensitive questions would increase 
the difference between responses using organizational and individual referents. In our analysis, we find 
evidence for this assertion. In model 1, the expected positive association is significant only at the 10 percent 
level due to a low number of observations. In the more well-powered model 2, the expected association is 
highly significant. As expected, sensitive questions see larger question-referent effects, indicating that organi-
zational referents may diminish socially desirable responding. It is worth noting, however, that this analysis 

TABLE 23.4 Standardized Question-Referent Effects, by Sensitivity

Model 1
(Questions as observations)

Model 2
(Institution aggregates as observations)

Sensitivity 0 .107‡
(0 .056)

0 .079***
(0 .016)

(Intercept) 0 .201***
(0 .043)

0 .328***
(0 .013)

N 40 2,664

R-squared adjusted 0 .065 0 .008

Source: Original table for this publication .
Note: Results from ordinary least squares models . Each observation in model 1 is a question; each observation in model 2 is a question 
aggregate from an institution . The dependent variable is the absolute referent effect—the absolute difference in average responses 
between individual- and organizational-referent questions—standardized to account for the different scales of the included variables . See 
appendix K .2 for model results using other measures .
 ‡ p < 0 .100; * p < 0 .050; ** p < 0 .010; *** p < 0 .001 .
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cannot leverage randomization to the same extent that our previous analyses do and, consequently, that it 
cannot be conclusively established whether the associations we document are due to sensitivity.

However, this analysis masks an additional finding: some very sensitive questions do appear to display 
larger differences than less sensitive questions. To see this, consider the violin plot in figure 23.6, showing the 
distribution of standardized referent effects for nonsensitive and sensitive questions (the thicker the “violin” 
at a certain height, the more questions have referent effects at the corresponding value on the second axis).

As the figure shows, the top of the referent effects distribution is far above the sensitivity effect observed 
in the table above, indicating that some sensitive questions have larger-than-predicted referent effects. On 
a qualitative inspection, these turn out to be very sensitive questions—particularly concerning turnover. 
This is a valuable conclusion. When examining sensitive issues—particularly highly sensitive issues such as 
corruption, politicization, or absenteeism—organizational referents appear to be able to combat SDB. For 
nonsensitive issues, the difference organizational referents make is more limited. The implication is that 
if the use of individual referents is preferred on other grounds, shifting to organizational referents may be 
justified on the grounds of SDB if questions are highly sensitive.

Does Information Availability Matter?

Yes, information availability matters, but not in all the ways one might think. We find evidence that referent 
effects are smaller for very common attitudes and behaviors. However, we find no statistically clear evidence 
that respondents who have served longer in their organizations are less prone to referent effects.

As discussed, the availability of information may determine how much question referents matter if they 
are partly rooted in information availability. In these instances, we would expect smaller referent effects 
for questions about attitudes or behaviors that are either very common or very uncommon in respondents’ 
surroundings. Respondents are less (more) likely to report rare (common) behaviors about themselves by 
definition, but they are also less (more) likely to report rare (common) behaviors about their organizations 
because they encounter them rarely (commonly). By contrast, attitudes and behaviors that some hold but 
others do not can give rise to substantial referent effects, particularly if they are unevenly distributed within 
organizations.

FIGURE 23.6 Distributions of Referent Effects for Sensitive and Nonsensitive 
Questions
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Note: The figure shows the distributions of referent effects split by question sensitivity . The width of the “violins” indicates the number of 
referent effects at or around the size indicated on the vertical axis . Thus, sensitive questions have a smaller range of referent effects, with the 
largest and smallest referent effects larger and smaller than for nonsensitive questions in our sample .
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We examine this prediction by looking at patterns in referent effects. If very common or very rare 
attitudes and behaviors give rise to smaller referent effects, we should expect the referent effects, relative to 
reported commonality on organizational- (individual-) referent measures, to depend on how commonly the 
attitude or behavior in question is reported by respondents who are asked individual- (organizational-) refer-
ent questions. Specifically, we would expect an inverted-U relationship, in which referent effects are smaller 
for very rare or very common attitudes or behaviors.

Figure 23.7 speaks to this prediction. The figure plots the organizational proportion of affirmative 
responses to each question in our Romanian experiment (using individual referents) against the absolute 
difference between individual- and organizational-referent questions as a proportion of responses to the 
organizational-referent question.11 Affirmative responses are interpreted as responses scoring on the upper 
two quintiles of the possible answers for scale questions (for example, “Strongly agree” and “Agree” on a 
Likert scale) and affirmative answers to follow-up questions, where respondents could indicate “yes” or “no.”

As the top panel in the figure shows, differences are not generally smaller for questions where scores are 
generally very low or very high, behaviors or practices are very rare or very common, and information is 

FIGURE 23.7 Response Score and Question-Referent Effects in the Romanian Data
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Source: Original figure for this publication .
Note: The figure shows the average referent effect—here defined as the absolute difference between organizational- and individual-referent 
versions of each question in the experiment as a proportion of the score of the organizational-referent version—as a polynomial regression 
function of responses to the individual-referent version of the questions . The top panel shows the raw association, with individual questions 
plotted as points . The lower panel shows the association adjusted for question sensitivity .
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more readily available. Instead, it shows referent effects declining as a function of commonality. One inter-
pretation of this aligns, albeit asymmetrically, with information availability: it is easier for respondents to 
provide information about their organizations if they experience the relevant attitudes or behaviors around 
them, and this renders relative referent effects smaller for questions about common attitudes and behaviors 
than for questions where attitudes and behaviors are less common.

One obvious objection to this finding is that sensitive questions often result in indications that behav-
iors are rare, either because the behaviors in question are rare or because of SDB. As a result, the association 
depicted in the top panel of figure 23.7 could reflect sensitivity rather than information availability. To exam-
ine this issue, the lower panel in figure 23.7 shows the same association adjusted for question sensitivity. 
Indeed, the identified referent effects are weaker, but the pattern holds: referent effects appear to be smaller 
for questions targeting attitudes and behaviors that are common. Of course, one cannot definitively conclude 
from this simple analysis that greater information availability to respondents either will or will not result in 
smaller question referent effects. But the analysis does suggest that the use of organization-level referents 
may require caution when targeting rare behaviors or attitudes.

In our data, at least, we are not able to further pin down plausible determinants of information availability 
that give rise to the predicted changes in referent effects. To exemplify, further analysis of our two data sets (not 
shown) shows that organization size does not appear to matter for respondents’ reactions to organizational 
versus individual referents, although one might expect smaller organizations to be easier to rate for respondents 
who use the information available to them, all else being equal. Moreover, as shown in table 23.5, the effect 
of using organizational referents in our Romanian sample does not generally vary with years of service. The 
exception is recruitment, where a negative referent effect grows with years of service (contrary to the idea that 
organizational experience would facilitate learning and diminish information-based referent effects). This effect 
could reflect changing recruitment practices over time, which would be consistent with the finding not being 
recovered when limiting the sample to relatively recently recruited public servants (model 6 in table 23.5).

However, some organizational characteristics do matter for referent effect sizes. If split by organization, 
the average referent effect size in the Romanian data is 0.15 (standardized across all experimental questions), 
but effect sizes range widely from one organization to another, from 0.02 to 0.31, the latter being a moder-
ately sized effect, whereas the former is negligible.

The conclusion, then, is that if information availability matters in our data, we are not able to get very 
far in pinpointing its determinants. We can offer two suggestive conclusions, however. First, referent effects 
appear smaller for questions targeting attitudes that are very common. Second, arguing when information is 
available is no simple matter and is not a function of simple structural characteristics, such as organization 
size, or respondent characteristics, such as years of service.

TABLE 23.5 Question-Referent Effects, by Years of Service, Romania

Model 3 
(Dismissals)

Model 4 
(Recruitment)

Model 5  
(Turnover)

Model 6  
(Recruitment, <5 years)

Organizational level 0 .148
(0 .091)

0 .005
(0 .041)

0 .453***
(0 .062)

−0 .009
(0 .073)

Years of service −0 .000
(0 .004)

0 .001
(0 .002)

−0 .003
(0 .002)

−0 .002
(0 .023)

Organizational level × 
Years of service

−0 .001
(0 .005)

−0 .005*
(0 .002)

0 .002
(0 .004)

−0 .011
(0 .021)

N 3,016 3,298 2,898 656

R-squared adjusted 0 .137 0 .088 0 .216 0 .212

Source: Original table for this publication .
Note: Results from ordinary least squares models with cluster-robust standard errors by institution . Each observation is a respondent in 
the Romania data set . The dependent variable is the indexes for our experimental measures of dismissals (model 3), recruitment (models 4 
and 6), and turnover (model 5) . All are kept on the same 1–5 scale as their items . Years of service is a single-item measure of how long 
respondents have served in public administration (measured in years) . See appendix K .2 for model results using other measures .
 ‡ p < 0 .100; * p < 0 .050; ** p < 0 .010; *** p < 0 .001 .
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DISCUSSION AND CONCLUSION

Where do our experiments leave us? What do we learn from them? While they do give valuable insights on 
the effects of individual versus organizational referents in civil service surveys, they also raise new and inter-
esting questions to which we do not yet have the answers.

The primary lesson is that the choice of referent matters. Using organizational referents often leads to 
more agreement between respondents in the same organization—a finding consistent with Glick (1985) 
and Klein et al. (2001). Yet in our measures, this agreement is often too low for responses to reliably track 
bottom-up, organization-level features above and beyond the perspective of respondents. The use of organi-
zational referents can, however, provide summaries of respondents’ perspectives and experiences, which are 
also, per the summary bottom-up perspective, valuable organizational metrics.

Moreover, average responses to survey questions often change when question referents change. For some 
questions, respondents report stronger agreement when asked about their organizations than when asked 
about themselves. For other questions, the pattern is reversed. In general, these effects are of modest size, but 
for some questions, they are substantial—and predicting for which questions referents will matter the most 
is not straightforward. Similarly, we find substantial question-referent effects on nonresponse but without 
uncovering one clear direction. For some questions, organizational referents substantially reduce nonre-
sponse; for others, they exacerbate it. We also find some evidence that relationships between variables are 
affected by referents. But not all associations between variables are clearly impacted by the choice of referent, 
and we cannot propose a general direction of effects when they are.

We have examined the determinants of referent effect sizes: when does the choice between individual 
and organizational referents matter the most? From our analyses, we can draw only a few lessons about the 
question of referent effect size. First, referent effects seem to be larger for (highly) sensitive questions. This 
is consistent with organizational referents’ ability to mitigate SDB for sensitive questions. Second, referent 
effects seem to be larger for attitudes, behaviors, and practices that are not common among respondents. 
This is consistent with the view that organization-level questions can pose higher informational demands 
than respondents can meet. It is also notable that question-referent effects are stronger in some organizations 
than others, but it is not clear which organizational characteristics drive these differences. And question- 
referent effects are not negatively associated with experience in the organization, suggesting that learning 
may have limited consequences for their size.

What does all this mean for civil service survey designers? It means they must be aware of the referents 
used in the questions they include in their surveys. Using organizational referents, as is common practice 
today, is not uniformly preferable on conceptual grounds—since responses often track but do not directly 
reflect organizational characteristics over and above respondents’ perspectives. However, using individual 
referents is not uniformly preferable either. Particularly on measurement grounds, there is evidence that 
individual referents may suffer from SDB both for sensitive questions and for questions for which respon-
dents wish to positively manage impressions.

Beyond awareness, we can make a few recommendations for more specific situations. First, a survey 
designer including very sensitive questions in a survey should consider posing these questions using orga-
nizational referents to combat SDB. It is important to recognize the limitations of this advice, however. Our 
analysis shows that more sensitive behavior is reported when using organizational referents. Yet this does 
not mean organizational referents provide an accurate estimate of how frequently the sensitive behavior or 
attitude occurs.

Moreover, using organizational referents comes at a heavy conceptual cost if the survey is interested 
in anything more than organizational aggregates. Predicting individual behaviors and attitudes with indi-
vidual responses to sensitive organizational-referent questions implies a shift in what is studied (Klein and 
Kozlowski 2000). There is a difference between saying that a respondent’s manager is abusive and that man-
agers in the organization generally are abusive. Predicting sensitive organizational-referent questions with 
individual attitudes and experiences is often problematic because it tends to operationally conflate beliefs 
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about the organizational collective with individual attitudes and behaviors. If survey designers want to know 
why individual public servants behave and think as they do, the conceptual cost of organizational referents 
may be higher than the measurement gain, even for sensitive topics.

Second, survey designers should consider how the information needed to answer a question will be 
acquired by respondents. If using an organizational referent, can individual respondents reasonably be 
expected to know the answer? Individual referents are preferable if introspection provides more or more-
reliable information than beliefs and available information about the organization. Our findings indicate few 
systematic patterns in which questions are most affected by this or in which respondents are most prone to 
provide the needed information accurately, rather than information infused with impressions, rumors, and 
beliefs. However, this does not mean that information availability can be glossed over by survey designers. 
Instead, it highlights the need for more measurement studies specifically targeting information availability 
and its determinants.

Third, our results may help survey designers think about utilizing other levels of measurement than 
individual or organizational. Of course, this implication is somewhat speculative, and more data are needed. 
Consider the conceptual issue with an organizational-referent question that elicits low levels of intraorga-
nizational agreement in response. This means that respondents perceive their organization differently even 
though they all work within it. As noted, the usual interpretation of this occurrence is that organizational 
practices differ, that implementation of policies and procedures is uneven, and that management and lead-
ership matter to how organizational practices are felt by public servants. There is nothing intrinsically wrong 
with this interpretation—but it is uncertain. After all, respondents were asked about their organization, 
not their section, team, manager, or other lower-level entities. It is not clear from our responses which level 
respondents draw on the most for information. This is an important weakness of organizational-referent 
questions in such a situation.

The interpretation gives rise to a question we cannot examine in detail using our data. Would it be a 
better strategy to use team referents or section referents rather than organizational or individual ones? Is it 
possible that using team referents would combat socially desirable responding without posing too high of 
informational demands on respondents? Our results cannot speak directly to this question. They do suggest 
that the answer is likely contingent on the type of question. Teams are often psychologically closer to people 
than whole organizations (Riketta and Dick 2005), which might mean that for some questions, team refer-
ents will do little to combat SDB. Similarly, some information can be difficult or impossible to access even 
within teams. Yet is likely to be more easily accessible within teams than for the entire organization. As such, 
team referent measures may be preferred to organizational-referent questions on measurement grounds if 
questions are not too sensitive. On the other hand, civil service survey designers may be less interested in 
reporting team aggregates to decision-makers or other audiences. And aggregating team aggregates to the 
organizational level is not likely to resolve the issues we discuss in this chapter.

Let us end with a few open questions for which both research and practice would benefit from systematic 
answers. We know much, both in conceptual and measurement terms, about multilevel theory, measure-
ment, and modeling (Humphrey and LeBreton 2019; Klein and Kozlowski 2000). However, the literature on 
referent choice is limited, seemingly on the assumption that matching to the level of stated claims is all there 
is to it. This is sensible enough if one requires organizational measures to reflect organizational characteris-
tics over and above respondents’ perspectives in order to be useful. Yet such a perspective is overly limiting, 
not least for the practice of civil service survey design. For many variables, including management practices, 
perspectives on leadership, human resources functions, and more, data summaries of employee views and 
perspectives—interpretable from what we have referred to as the summary bottom-up perspective—can be 
valuable forms of decision support.

If we accept that organizational—or other higher-level—measurement referents can be useful even if 
respondents do not strongly align in response to them, our analyses point to a series of underexamined 
questions. First, which questions are particularly exposed to referent effects? We have found very sensitive 
questions to be affected, but much more knowledge is needed to reliably provide the type of advice survey 
designers want. Second, we have scarcely any evidence on whether the choice of referent affects different 
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survey respondents differently. We have not found any such effects in a few exploratory analyses, but this 
does not mean they do not exist. Third, it appears in our data that organizations affect the size of referent 
effects. We note that organization size does not appear to matter systematically, but we can see in our data 
that something about organizations does. Yet again, much more knowledge is needed on this issue.

The fact that our findings are not straightforward should highlight for both interested academics and 
survey designers that the choice of levels of measurement is a complicated issue, and, as we have shown, it is 
a choice that matters more than current practice seems to be aware.

NOTES

 1. An alternative design could randomly assign respondents a question order, with one group being asked individual-referent 
questions before organizational-referent questions and another group being asked organizational-referent questions before 
individual-referent questions. This would permit estimation of the average anchoring effect. However, as there is likely to 
be substantial heterogeneity in this effect, adjusting for the effect can become challenging. For this reason, we opt to ask 
each respondent only one set of questions.

 2. For attitudinal variables, the equivalent of this perspective is that survey aggregates capture shared attitudes in the organi-
zation (Chan 1998).

 3. This is true, in part, because impression management—wanting to control how one is viewed normatively—concerns 
both others (impression management proper) and oneself (self-deception) (for example, Millham and Kellogg 1980; 
Paulhus 1986).

 4. The findings of Baltes, Zhdanova, and Parker (2009) suggest that organizational aggregates may depend on the unknown 
mixture of respondents using “upward” and “downward” comparisons to arrive at their answers. (Their findings also sug-
gest that downward comparison is more common in their sample, but they are unable to assess the specific mixture.)

 5. Respondents who have served longer in organizations have been shown in previous studies to be less prone to using 
heuristics in their decision-making because they can substitute their experience (cf. Pedersen, Stritch, and Thuesen 2018). 
Translated into the survey-response setting, more experienced personnel may not need to rely on stories and other heuris-
tic devices when assessing their organizations.

 6. Some respondents were interviewed even though they were not included on the original staff lists, meaning this number is 
somewhat inflated relative to those staff lists.

 7. Note the assumption behind this null hypothesis is that respondents aggregate information in a way that approximates 
averaging when responding with reference to their organization. If this assumption does not hold, it poses an additional 
problem for organizational-referent questions because the aggregation used by respondents is then both unknown and does 
not approximate common-sense (though not the only sensible) aggregation procedures. Theoretically, this simply adds 
complexity to the information-processing discussion already noted.

 8. This is because the organizational construct assessment of the ICC treats it as a measure of reliability. One way to think of 
this is to consider each respondent a rater of his or her organization. From this perspective, if at most 15 percent of vari-
ance is accounted for by organizations, for an ICC of 0.15, and at least 85 percent is accounted for by the raters, this does 
not indicate a reliable assessment of organizational characteristics. Raters affect responses too much.

 9. We are grateful to an external reviewer for pointing us to this possibility and regret we have no better options available for 
examining it.

10. This figure includes only associations where effects in at least one direction are statistically significant at the 5 percent level. 
In none of the included cases are effects in both directions both statistically different from zero.

11. We thank a reviewer for pointing us in this direction. We originally considered simply presenting the absolute differences 
between answers to questions using different referents, but this created downward trends on the extremes of figure 23.7, 
consistent both with the prediction and a methodological artifact related only to question scaling.
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SUMMARY

With the rise in worldwide efforts to understand public administration by surveying civil servants, issues 
of survey question comparability become paramount . Surveys can rarely be understood in a void but 
rather require benchmarks and points of reference . However, it is not clear whether survey questions, 
even when phrased and structured in the same manner, measure the same concepts in the same 
way and, therefore, can be compared . For multiple reasons, including work environment, adaptive 
expectations, and cultural factors, different people might understand the same question in different 
ways and adjust their answers accordingly . This might make survey results incomparable, not only 
across countries but also across different groups of civil servants within a national public administration . 
This chapter uses results from seven public service surveys from across Europe, Latin America, and 
South Asia to investigate the extent to which the same survey questions measure the same concepts 
similarly—that is, are measurement invariant—using as an example questions related to transformational 
leadership . To ascertain measurement invariance, models of a hypothesized relationship between 
questions measuring transformational leadership are compared across countries, as well as along 
gender, educational, and organizational lines within countries . Solid evidence of metric invariance 
and tentative evidence of scalar invariance is found in cross-country comparisons . Moreover, factor 
loadings can be judged equal (metric invariance) across gender, education level, and organization in 
most countries, as can latent factor means (scalar invariance) . Our results suggest that groups of public 
servants within countries—delineated, for instance, by gender, education, or organization—can typically 
be benchmarked without invariance concerns . Across countries, evidence for valid benchmarking—
that is, scalar invariance—is strongest for countries in similar regions and at similar income levels . It is 
weaker—though still suggestive—when comparing all countries in the sample . Our chapter concludes 
that less culturally contingent concepts may be plausibly benchmarked with care across countries .

Robert Lipinski is a consultant in the World Bank’s Development Impact Evaluation (DIME) Department. Jan-Hinrik Meyer-Sahling is 
a professor at the University of Nottingham. Kim Sass Mikkelsen is an associate professor at Roskilde University. Christian Schuster is a 
professor at University College London. 
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ANALYTICS IN PRACTICE

 ● Many theoretical insights and practical lessons from surveys of civil servants depend on the ability 
to draw comparisons between countries and demographic groups. This chapter focuses on the 
 comparability of the concept of transformational leadership across different contexts and groups—a 
premise known as measurement invariance. Transformational leadership measures the extent to which 
managers lead by setting a good example, making employees proud, and generating enthusiasm about an 
organization’s mission.

 ● Equality in the understanding of a single overarching concept, such as transformational leadership, 
across different countries and groups can be conceptualized in three ways. The same concept can be 
measured by the same set of questions (configural invariance), those questions can have the same 
strength of a relationship with the underlying concept (metric invariance), and the concept can have the 
latent mean structure (scalar invariance).

 ● When comparing survey measures and concepts across countries, practitioners should consider the 
extent to which different cultural interpretations of a concept (such as leadership), different social-
desirability biases, different pressures in the work environment, and even differences in language may 
lead to differences in survey means across countries that do not reflect substantive differences in the 
underlying concept (such as the quality of leadership).

 ● When empirically assessing the measurement invariance (and thus the cross-country comparability) 
of a concept that is arguably culturally specific—transformational leadership—we find that cross-
country comparisons can be undertaken, although with caution. There is evidence that the concept of 
transformational leadership is understood in a comparable way across the seven countries included 
in the analyses. As we find suggestive evidence that cross-country comparisons are possible with even 
a relatively culturally contingent concept (leadership), cross-country comparisons of more factual 
questions (for example, “Did you have a performance evaluation last year?”) are plausibly often possible 
in a valid manner.

 ● Grouping countries by region and income level removes many of the differences across countries. This 
suggests that comparisons between countries at similar income levels and in the same world regions can 
be made with greater confidence.

 ● Within-country comparisons of transformational leadership suffer from fewer concerns about lack of 
comparability. Empirically, we find that they can be reliably made across public servants of different 
genders and education levels, and in different institutions.

INTRODUCTION

Surveys of civil servants provide insights into core parts of the public administration production function—
such as the quality of management and the attitudes (for example, motivation) of employees. As argued by 
Rogger and Schuster in chapters 1–3 of The Government Analytics Handbook, these determinants of public 
sector productivity are difficult to measure accurately with other data sources. Survey results are typically 
presented as percentages of public servants who evaluate favorably dimensions of their work environment, 
management, or themselves—for instance, the percentage of public servants who recommend their orga-
nization as a great place to work, or the percentage of public servants who evaluate the leadership of their 
superior favorably.
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How can governments know whether certain percentages—such as 75 percent of public servants who are 
satisfied with their jobs—are strengths or weaknesses of their public service? Interpreting survey results—
and understanding areas for development in the public service—is often greatly aided by comparison. By 
benchmarking themselves with other countries on the same survey response, governments can understand 
where their strengths and weaknesses lie. This is one of the founding motivations of the Global Survey of 
Public Servants (GSPS) initiative (Fukuyama et al. 2022). Similarly, benchmarking internally between groups 
of public servants—for example, by gender, education, or institution—can help governments understand 
where, inside government, strengths and weaknesses lie.

However, such benchmarking presupposes comparability in measurement and the survey response 
process. In other words, it presupposes that respondents understand concepts—such as leadership, 
motivation, and satisfaction—in the same manner across different countries, government institutions, or 
groups (for example, men and women) in public service, and that they face similar biases (for example, 
social-desirability bias) when responding to survey questions. If the same concepts mean different things to 
different public servants or trigger different response biases in different public servants, valid comparisons 
are no longer possible, as differences in means might stem from differences in understanding or bias rather 
than differences in the underlying concept (for example, differences in actual work motivation).

Many public service survey questions are filtered through cultural factors (for example, “My direct 
superior leads by setting a good example”), individual-level characteristics, like gender (“I am paid at least 
as well as colleagues who have job responsibilities similar to me”), or both (“I feel sympathetic to the plight 
of the underprivileged”). If that is the case, then the survey measure lacks measurement invariance, which is 
“a property of a measurement instrument (in the case of survey research, a questionnaire), implying that the 
instrument measures the same concept in the same way across various subgroups of respondents” (Davidov 
et al. 2014, 58).

Past research suggests that measurement invariance might affect some measures in surveys of public 
servants and, in particular, public service motivation (PSM) (Kim et al. 2013; Mikkelsen, Schuster, and 
Meyer-Sahling 2020). However, what it means to be motivated to serve the public in all its dimensions—such 
as commitment to public values or compassion—is, arguably, highly dependent on cultural factors. As such, 
concerns about PSM’s lack of cross-country comparability might not travel to other survey questions with 
less-cultural and more-factual content.

To assess this empirically, this chapter assesses what is arguably a key determinant of public administra-
tion effectiveness: the quality of leadership and, in particular, the concept of transformational leadership, a 
style of leadership that inspires and motivates subordinates to go beyond their self-interest and expectation 
of pecuniary rewards to achieve their goals and an organization’s targets (Jensen et al. 2019; Pearce et al. 
2002). Transformational leadership has been found to positively affect performance in public sector organi-
zations across multiple contexts (Hameduddin and Engbers 2021; Pandey et al. 2016; Schuster et al. 2020).

Methodologically, we follow Mikkelsen, Schuster, and Meyer-Sahling (2020, 740) and undertake a 
measurement-invariance analysis given that “systematic cross-cultural and cross-national measurement-
invariance analyses are central to gauge the comparability and generalizability.” We apply the measurement-
invariance analysis to an original seven country survey of public servants, in which transformational 
leadership is measured with exactly the same measurement scale across countries. We assess measurement 
invariance across countries and within countries across government institutions, as well as across public 
servants with different genders and education levels.

Our chapter is organized as follows. The chapter begins with a review of the measurement-invariance 
literature, with a particular focus on its application in the field of public service surveying and on the concept 
of transformational leadership within the civil service. It then proceeds to describe the approach taken to 
analyze the measurement invariance of the concept of transformational leadership, including the data set 
used and the method of analysis: multigroup confirmatory factor analysis (MGCFA). After that, we present 
our results—first, for cross-country comparisons and then for within-country comparisons, for civil servants 
grouped by gender, education level, and organization. We then discuss the theoretical and practical implica-
tions of our results and conclude.
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LITERATURE REVIEW

The Concept of Measurement Invariance

It is common for surveys to aggregate individual questions into larger, overarching constructs. For 
example, the United States Office of Personnel Management (OPM) Federal Employee Viewpoint 
Survey (FEVS) calculates three subindexes pertaining to some key aspects of public service functioning 
(“leaders lead,” “supervisors,” and “intrinsic work experience”), each composed by averaging positive 
responses to five survey questions. These are, in turn, aggregated into an “employee engagement index” 
(OPM 2019). To take another example, the United Kingdom’s Civil Service People Survey also calculates 
an “employee engagement index,” tabulated over five questions selected based on factor analysis from 
pilot surveys (Cabinet Office 2019). Despite similarities in their names and their high-income, English-
speaking country settings, however, these two measures cannot be directly compared with each other, due 
to differences in wording and survey methodology. However, another long-standing concern of survey 
researchers is the possibility that even exactly the same questions can be interpreted differently by various 
groups of respondents. Engagement measured with the same battery of questions could still be conceived 
differently by civil servants in the United States and the United Kingdom due to cultural differences, 
institutional context, or socioeconomic factors.

Therefore, in order to meaningfully compare a statistical construct, like engagement, motivation, or 
leadership, and related statistical quantities, like means and regression coefficients, across different groups 
(or time periods), the construct should first be tested for measurement invariance. Demonstrating the 
measurement invariance (sometimes also termed equivalence) of a given construct entails showing that 
it is interpreted in a comparable manner by different sets of respondents. In contrast, “measurement non- 
invariance suggests that a construct has a different structure or meaning to different groups or on different 
measurement occasions in the same group, and so the construct cannot be meaningfully tested or construed 
across groups or across time” (Putnick and Bornstein 2016, 71; emphasis added).

Three basic levels of measurement invariance are usually distinguished: configural, metric, and scalar 
(Vandenberg and Lance 2000). They represent progressively stricter tests for comparability between groups. 
Figure 24.1, below, provides a schematic representation of the generalized idea behind these concepts by 
illustrating how each of them hypothesizes the relationship between manifest variables and underlying 
latent constructs. A more detailed visualization is provided by figures L.1, L.2, and L.3 in appendix L. They 
demonstrate different levels of invariance using examples of models of transformational leadership in public 
service that are analyzed throughout this chapter.

Configural Invariance
In the first step toward establishing the comparability of a statistical concept, it needs to be ascertained that it 
has the same factor structure across all groups being compared. This means that in all groups, the same sets of 
questions are linked to the same sets of underlying constructs, typically termed latent factors or variables (Kim 
et al. 2013). This is schematically represented by the top panel of figure 24.1 and, on the example of transforma-
tional leadership, by figure L.1 in appendix L. If, in both groups of interest, it can be shown that a model with 
all observed survey questions loading onto a single latent variable fits the data well, then configural invariance 
is deemed to hold (upper panel of figure L.1). However, if this hypothesized model is found not to fit the data, 
then configural invariance cannot be said to hold. One example of such a situation could be where data from 
one group display a two-latent-factor structure, as in the bottom panel of figure L.1.

Metric Invariance
Once the same structure of the items and factors is confirmed across groups, researchers might turn 
their attention to the equality of factor loadings between the groups. Factor loadings can be understood 
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as measures of the strength of the relationship between the observed survey items and the latent factors. 
Confirming metric invariance is a pre-requisite that “ensures that structural regression estimates are 
comparable across groups” (Mikkelsen, Schuster, and Meyer-Sahling 2020, 4; emphasis added). This 
is because, in metric-invariant models, differences between survey items are linked to differences in 
the underlying latent-factor models in the same fashion across all the groups included in the analyses 
(Steenkamp and Baumgartner 1998). The equal slopes of the lines in the middle panel of figure 24.1 
demonstrate this point. In other words, one unit change in the x-axis value of the latent variable is associated 

FIGURE 24.1 Schematic Visual Representation of the Three Levels of Measurement 
Invariance: Configural, Metric, and Scalar
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Source: Adapted from Cieciuch et al . 2019, 179 .
Note: “The X axis represents the latent variable mean; the Y axis represents the response to a survey question item measuring the latent 
variable . The diagonal represents the function relation between the latent variable and the response to the survey question item in two 
countries (in unstandardized terms)” (Cieciuch et al . 2019, 179) . Here, countries is replaced by the more generic term groups .
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with a change in manifest variable values that is the same for both groups. Consequently, only with metric 
invariance can regression with observed survey items be compared in a meaningful manner (Hong, Malik, 
and Lee 2003). This focus of metric invariance on the equality of factor loadings across groups is also shown 
in figure L.2 in appendix L.

Scalar Invariance
To ensure scalar invariance, not only factor loadings but also the means of the item intercepts must be shown 
to be equal between groups (Vandenberg and Lance 2000). Even when factor loadings suggest that the latent 
constructs have the same impact upon the value of observed items in all the groups considered, as in the 
definition of metric invariance, it is still possible for groups to have different values of the intercept—that is, 
the value of observed items when the latent variable is zero—due to some unobservable characteristics.

Only when the intercepts are the same in all groups, as in the bottom panel of figure 24.1, can the model 
be said to be scalar invariant. This is also the situation presented in figure L.3 in appendix L. Thus, establish-
ing scalar invariance should precede any attempt at comparing the latent means and intercepts of observed 
items between the groups. Only once it is established can it can be assumed that “cross-national differences 
in the means of the observed items are due to differences in the means of the underlying construct(s)” 
(Steenkamp and Baumgartner 1998, 80).

Measurement Invariance
Although first developed in the mid-20th century in the field of psychology (see, for example, Meredith 1964; 
Struening and Cohen 1963), measurement invariance has since become a concern in multiple other disciplines. 
In the field of education, researchers have applied it to better understand the comparability of concepts such as 
the time management of US undergraduate students (Martinez 2021) or the different subscales of school cli-
mate measured in the Georgia School Climate Survey (La Salle, McCoach, and Meyers 2021). The Organisation 
for Economic Co-operation and Development (OECD) has used it to gauge the comparability of latent factors 
measured by the Programme for International Student Assessment (PISA) and several other cross-country 
surveys (Van De Vijveri et al. 2019). It has also been analyzed in other contexts as diverse as consumer research 
(De Jong, Steenkamp, and Fox 2007) and sociology—for example, to better understand concepts such as 
attitudes toward granting citizenship rights in the International Social Survey Program (Davidov et al. 2018) 
and German adolescents’ life attitudes (Seddig and Leitgöb 2018). Given its importance and the widespread 
academic interest in it, public administration researchers, in the face of increasing surveying efforts, have also 
come to analyze measurement invariance in public service surveys.

Measurement Invariance in Public Service Surveys

In recent years, multiple researchers have emphasized the importance of studying public administration from a 
comparative perspective, both to improve researchers’ theoretical understanding and to draw practical lessons 
(Fitzpatrick et al. 2011; Jreisat 2005). At the same time, surveys have become one of the key methods used to better 
understand public administration. As emphasized throughout this part of the Handbook, surveys allow research-
ers and policy practitioners to gain insights into dimensions of public administration’s functioning that would 
otherwise be unmeasurable. Concepts such as job satisfaction or attitudes toward management could scarcely be 
gauged otherwise. Surveys can also be used to anonymously ask about aspects of civil servants’ work that might 
otherwise not be talked about—such as perceptions of corruption or workplace harassment. However, the compa-
rability of survey results—both across countries and across demographic groups within the civil service—cannot 
be taken for granted. Challenges to comparability stem from several sources, like differences in the mode of survey 
delivery (see chapter 19) or perceived question sensitivity (see chapter 22). Another obstacle is the different phras-
ing of questions—an issue that initiatives such as the GSPS have recently begun to address (Fukuyama et al. 2022). 
However, even with all these problems solved, it is not certain that the same survey concepts would be understood 
in the same way by different groups of civil servants.
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This explains the recent turn of several public administration scholars toward analyzing measurement 
invariance across public service surveys. Kim et al. (2013) test for measurement invariance in PSM—one of 
the frequently recurring parts of many public service survey questionnaires, which aims to measure respon-
dents’ motivation and willingness to serve society. The authors use a PSM index containing questions asked 
using a 1–5 Likert scale. The tests for configural invariance suggest that PSM has the same structure in 8 out 
of the 12 countries studied. However, neither metric nor scalar invariance can be detected, meaning that the 
construct has a different meaning and different levels across countries (apart from the sample restricted to 
the culturally similar Australia, the United Kingdom, and the United States, for which metric invariance can 
be detected). Mikkelsen, Schuster, and Meyer-Sahling (2020) expand these results by using a more diverse 
sample of countries and larger sample sizes within countries. Using survey results from over 23,000 civil ser-
vants across 10 countries, they demonstrate that a 16-item PSM scale displays first- and second-order partial 
metric invariance, apart from the case of two Asian countries studied (Bangladesh and Nepal). Still, their 
study finds that PSM levels cannot be compared across countries due to a lack of scalar invariance.

The Concept of Transformational Leadership

In the face of the expansion of measurement-invariance studies within the field of public administration, a 
relative lack of attention to concepts other than PSM can be discerned. Although PSM is of clear importance 
and is commonly measured, many other dimensions of work affect civil servants’ performance and are reg-
ularly included in public service surveys. One key concept, measured in some form in virtually every public 
service survey, is leadership. Its measurement is most frequently based on past research, scales, and wording 
from the management science and psychology literature (Tummers and Knies 2016). In particular, the idea 
of transformational leadership has gained traction with public administration researchers (see, for example, 
Kroll and Vogel 2014; Pandey et al. 2016). It was first developed in the 1970s by Downton (1973) and more 
fully by Burns (1978), who applied it, together with the contrasting idea of transactional leadership, to study 
political leaders. Whereas transactional leadership is conceived as a leadership style focused on tangible 
benefits obtained via exchange between a leader and followers (for example, jobs for votes), transformational 
leadership is chiefly focused on motivating and engaging potential followers to move in a desired direction 
by conveying a sense of mission, employing compelling argumentation, and using one’s own example. Under 
transformational leadership, followers are inspired to maximize their performance and achieve set goals for 
the sake of “higher level needs such as self-actualization” (Pearce et al. 2002, 281), attention, and personal 
development (Nguyen et al. 2017). Bass (1985) extended both conceptions of leadership to the management 
of organizations. Since then, transformational leadership has been found to be one of the key factors explain-
ing improvements in many dimensions of performance in multiple settings in the private sector, including 
increased agreement on strategic goals in a large Israeli telecommunications firm (Berson and Avolio 2004), 
satisfaction with supervisors in Turkish boutique hotels (Erkutlu 2008), and knowledge management in 
Spanish firms (García-Morales, Lloréns-Monte, and Verdú-Jover 2008). A meta-analysis of 113 primary 
studies on the topic by Wang et al. (2011) finds transformational leadership to be associated with better 
 performance across the individual, team, and organizational levels.

Moreover, a recent meta-analysis of the PSM and leadership literature, conducted by Hameduddin and 
Engbers (2021), has found that 50 percent (n = 20) of publications concerned with leadership rely on the 
concept of transformational leadership, making it the most common conceptualization of leadership by pub-
lic administration scholars. Following this approach, Park and Rainey (2008) establish a positive relationship 
between transformational leadership and outcomes such as job satisfaction, quality of work, and perceived 
performance across US federal agencies. Pandey et al. (2016) find its direct and indirect impacts on norma-
tive public values. Donkor, Sekyere, and Oduro (2022) further find that higher transformational leadership is 
linked to higher organizational commitment across 16 Ghanaian public sector organizations. In a survey of 
over 21,000 civil servants in Chile, Schuster et al. (2020) similarly find transformational leadership to be cor-
related with higher job satisfaction, motivation, and engagement. Hameduddin and Engbers’ (2021) review 
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of 40 studies finds a link between transformational leadership and PSM—a relationship that holds across a 
diverse set of countries analyzed.

Transformational leadership was therefore chosen as the survey instrument of focus in the present chap-
ter because of its solid theoretical development, extensive academic research pedigree, and practical impor-
tance for public sector performance. Two further reasons can be adduced to explain this choice. First, it is 
a concept that can usually be mapped onto a single underlying construct. In other words, survey questions 
about transformational leadership are all aimed at measuring different but related aspects of the same latent 
factor. This is often not the case with many other sections of public service surveys, like salaries or perfor-
mance management, which measure many divergent subdimensions—including administrative (for exam-
ple, salary amount and participation in performance evaluations), motivational (for example, satisfaction 
with salary and usefulness of performance evaluations), and ethical (for example, salary and performance 
evaluations’ fairness) subdimensions.

Second, there exists a relative imbalance between the large number of studies relying on measures of 
transformational leadership in the public sector and the lack of research investigating the measurement 
invariance of this concept. To the best of the authors’ knowledge, the only analysis of measurement invari-
ance focused on transformational (and transactional) leadership is a paper by Jensen et al. (2019). However, 
it presents only a limited test of measurement invariance for transformational leadership, as it focused on 
full configural and metric invariance, without tests of partial metric invariance or scalar invariance. Jensen 
et al. (2019) also do not engage in cross-country or cross-cultural analysis of invariance because their sample 
is composed of respondents from Denmark. The authors focus on invariance across time, sector (including 
public vs. private), and randomized training groups but not demographic variables, like gender or education, 
or organizations within the public sector—a focus of the present chapter. Thus, although transformational 
leadership has gained a well-established position within the public administration literature, only limited 
attention has been paid to testing the measurement invariance of this concept, which provides the rationale 
for the analyses contained in the pages below.

METHODOLOGY

Data Set

The data used for the analysis in this chapter come from the GSPS initiative. The GSPS is a combined effort 
of researchers at the World Bank’s Bureaucracy Lab, University College London (UCL), the University of 
Nottingham, and Stanford University that aims to better understand the attitudes and behaviors of civil ser-
vants around the globe. Part of the GSPS is focused on making public administration survey questionnaires 
more comparable. It strives to achieve this by developing and promoting the inclusion of a “core” survey 
module, which would ask the same set of questions about the principal dimensions of civil service work, 
such as job satisfaction, work motivation, and leadership, to all the civil servants surveyed.

Seven public service surveys are included in the analyses below. They come from the following countries: 
Albania, Bangladesh, Brazil, Chile, Estonia, Kosovo, and Nepal.1 Together, the surveys gathered responses 
from over 21,000 civil servants. Surveys were delivered both online and in person between 2017 and 2018 
and included an extensive set of questions pertaining to multiple aspects of civil service functioning.2 
Importantly for present purposes, the phrasing of questions was exactly the same across countries. In order 
to ensure that respondents’ understanding of the questions would remain unaffected by translation into local 
languages, the questions were pretested using cognitive interviews with civil servants and iteratively revised 
(Mikkelsen, Schuster, and Meyer-Sahling 2020). Moreover, each survey strove to include a comparable sam-
ple of respondents—that is, central government civil servants who perform general administrative duties.3 
Due to incomplete personnel records on civil servants, the samples are not fully representative. Furthermore, 
in the in-person surveys, informal quota sampling and in-person surveys based on information from 
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individual public administration organizations were used (see Mikkelsen, Schuster, and Meyer-Sahling 
2020). When possible, the demographics of the survey samples were compared to servicewide values (see 
table 24A.1), and those comparisons reveal broadly aligned values.

The final advantage of the present choice of surveys is that they represent a diverse set of regional 
and economic groupings: from South America through Europe to Asia, and from lower-middle-income 
countries, like Bangladesh and Nepal, through upper-middle-income Albania, Brazil, and Kosovo to 
high- income Chile and Estonia (see table 24.1). This allows analyses in this chapter to not only focus on 
differences between groups within each civil service but also to compare invariance across the cross-cultural 
contexts of different regions and countries.

In the present sample of civil servant surveys, the concept of transformational leadership was measured 
using the level of agreement with the following three questions, all starting with the prompt “To what extent 
do you agree with the following statements?”:

1. My direct superior articulates and generates enthusiasm for my organization’s vision and mission 
 (abbreviated as enthusiasm).

2. My direct superior leads by setting a good example (abbreviated as good example).

3. My direct superior says things that make employees proud to be part of this organization 
(abbreviated as pride).

The responses were measured using a 1–5 Likert scale, where 1 signified “strongly disagree” and 5 
“strongly agree.” The basic statistics on each of the variables are presented in table 24.2. A majority of the 
respondents agree with the question prompts, confirming that their direct superiors generate enthusiasm 
about the organization’s vision and mission, lead by setting a good example, and make them proud to be a 
part of the organization. Correlations between the three variables are also very high (>0.75), which could 
be interpreted as an early indication that they indeed measure one underlying concept of transformational 
leadership.

TABLE 24.1 Summary of the Seven Public Servant Surveys Used in the Chapter

Albania Bangladesh Brazil Chile Estonia Kosovo Nepal

Respondents 3,690 1,049 3,992 5,742 3,555 2,465 1,249

Response rate 47% Convenience 
sample

11% 37% 25% 14% Convenience 
sample

Mode of delivery Online In-person Online Online Online Online In-person

Year 2017 2017–18 2018 2016–17 2017 2017 2017–18

Language Albanian English, Bangla Portuguese Spanish Estonian Albanian, 
Serbian

English, Nepali

Report Meyer-
Sahling et al . 

(2018d)

Meyer-Sahling et 
al . (2019)

Pereira et al . 
(2021)

Schuster et 
al . (2017)

Meyer-
Sahling et al . 

(2018a)

Meyer-
Sahling et 
al . (2018b)

Meyer-Sahling 
et al . (2018c)

Regiona ECA South Asia LAC LAC ECA ECA South Asia

Income groupa Upper-
middle 
income

Lower-middle 
income

Upper-
middle 
income

High 
income

High income Upper-
middle 
income

Lower-middle 
income

GDP per capita 
(current US$)a

$5,246 $1,967 $6,797 $13,232 $23,027 $4,347 $1,155

Source: Original table for this publication .
Note: ECA = Europe and Central Asia; LAC = Latin America and the Caribbean .
 a . Based on World Bank data and groupings .
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Measuring Invariance

As discussed more broadly in the literature review section, invariance can be measured on three key lev-
els: configural, metric, and scalar. These levels of invariance are tested here using MGCFA. This has been 
the main method of testing measurement invariance in the past three decades (see, for example, Hofman, 
Mathieu, and Jacobs 1990; Mikkelsen, Schuster, and Meyer-Sahling 2020; Putnick and Bornstein 2016). It is 
carried out by setting progressively stricter constraints upon the parameters of the model being evaluated. 
First, the same model structure is imposed on all groups tested. If the model fit proves satisfactory (see the 
subsection below for criteria on this), metric invariance is tested by restricting factor loadings to be equal 
across groups. If the results from the comparison of model fit show that the constrained model is not per-
forming significantly worse than the unconstrained one, then metric invariance can be inferred. Upon find-
ing evidence of metric invariance, the means of the latent construct can be set to be equal across the groups, 
and, if this extra restriction also does not result in significantly worse model fit, then scalar invariance can be 
ascertained.

The first set of MGCFA tests pertains to measurement invariance across the seven countries included 
in the study. First, models for a set of countries grouped by region and income level are fit, before moving 
to full cross-country models. The results therefore demonstrate the extent to which national context deter-
mines how civil servants understand the concept of transformational leadership. The second set of analyses 
turns toward demographic groups within countries and evaluates whether respondents of different genders 
(female vs. male), education levels (below university vs. university), and organizations within the public 
administration interpret the questions about transformational leadership in the same manner. These two 
levels of analysis—inter- and intracountry—have been the key focus of measurement-invariance research 
(Vandenberg and Lance 2000).

Model Fit Indexes

To compare the progressively more restricted measurement-invariance models, one has to calculate how 
well they fit the data. Three measures are relied upon for this purpose. The first one is chi-square (χ2). This is 
a likelihood ratio test that calculates how well the specified model and the associated expected distributions 
fit the observed data distributions. The χ2 value, combined with the model’s degrees of freedom, can be used 

TABLE 24.2 Basic Statistics on the Three Questions Aiming to Measure 
Transformational Leadership

Statistic

Variable

Enthusiasm Good example Pride

Mean 3 .59 3 .74 3 .40

Median 4 .00 4 .00 4 .00

SD 1 .29 1 .27 1 .28

Skew −0 .63 −0 .81 −0 .42

Kurtosis 2 .29 2 .61 2 .11

Corr . with enthusiasm 1 .00 0 .80 0 .84

Corr . with good example 0 .80 1 .00 0 .79

Corr . with pride 0 .84 0 .79 1 .00

Source: Original table for this publication .
Note: All variables are measured on a 1–5 Likert scale, where higher values indicate greater agreement . The values shown in the table are 
aggregated across countries . SD = standard deviation .
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to calculate the p-value—the likelihood that the observed deviation from the perfect model is due to chance. 
However, researchers are in agreement that, because the mathematical formula for its derivation is dependent 
on the sample size (N), this statistic is highly sensitive in large samples and might show statistically significant 
differences in model fit even when only small deviations from perfect fit are present (Byrne, Shavelson, and 
Muthèn 1989; Cheung and Rensvold 2002; French and Finch 2006; Putnick and Bornstein 2016).

For this reason, two further fit indexes are consulted when comparing model fit. One is the comparative 
fit index (CFI). Its value is scaled between 0 and 1 and is specifically designed to deal with the limitations 
of χ2, including its oversensitiveness in large samples (Bentler 1990). The model might be assumed to fit 
well already when the CFI is above 0.90 (Cheung and Rensvold 2002), but a more restrictive threshold 
of 0.95 is typically used (Hooper, Coughlan, and Mullen 2008; Hu and Bentler 1999). However, in the 
 measurement-invariance literature, if restricting model parameters leads to a decrease in the CFI of more 
than 0.01, the invariance is typically rejected (Cheung and Rensvold 2002).

The third and final fit index consulted throughout the analyses is the standardized root mean squared 
error (SRMR) (see Bentler 1995). The SRMR is calculated on a range from 0 to 1 and can be viewed “as the 
average standardized residual covariance” of the model variables (Shi, Maydeu-Olivares, and Rosseel 2020, 
2). It can range from 0 to infinity, and, typically, absolute SRMR values below 0.05 are indicative of good 
model fit, although values up to 0.08 are deemed satisfactory (Hu and Bentler 1999). When the fit of models 
is compared for invariance, increases in the SRMR of more than 0.03 and 0.01 are taken as signaling signifi-
cant model deterioration in metric- and scalar-invariance models, respectively (Chen 2007). Given the large 
sample sizes used here, the concern with the overrejection of invariant models by the SRMR raised by Chen 
(2007) is largely ameliorated.4

Therefore, when discussing model fit below, whether in absolute terms or when comparing its fit to 
another model, changes (indicated with ∆) in all fit indexes are reported (the p-value of ∆χ2, ∆CFI, and 
∆SRMR). The models are estimated in RStudio using the lavaan::cfa() function. Given a nonsymmetrical 
distribution and the ordinal nature of the data (see table 24.2), a diagonally weighted least squares (DWLS) 
estimator is used for model estimation (Li 2016; Rosseel 2012). Comparisons of model fit (χ2, CFI, and 
SRMR values), are made using the semTools::compareFit() function.

RESULTS

Measurement invariance is tested first in the cross-country context before moving to within-country 
invariance across demographic groups (gender and education level) and public administration 
organizations. We start by fitting the cross-country comparison in groupings of countries based on their 
income and region before moving to compare individual countries to each other. In each case, configural-, 
metric-, and  scalar-invariance models are tested sequentially, provided that the acceptable fit of a higher-
level model is first confirmed.

Cross-Country Comparison

The analysis begins with models comparing groups of like countries against each other. It is expected that 
civil servants in similar countries—that is, those at comparable levels of development or in a single geo-
graphical region—are more likely to conceive of transformational leadership in the same manner. Such 
grouping of countries ensures that the inevitable cultural and socioeconomic differences between coun-
tries are minimized. By contrast, comparing a high-income European country, like Estonia, and a large, 
upper-middle-income country in the heart of Latin America, like Brazil, is a much more demanding test of 
the invariance concept. Therefore, we move to the latter only after establishing that invariance holds within 
broader groupings of like countries.
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FIGURE 24.2 Measurement Invariance across Countries Classified by 
Region: Change in Model Fit Indexes across Configural-, Metric-, and 
Scalar-Invariance Models

a. Metric vs. configural invariance models

b. Scalar vs. metric invariance models
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Source: Original figure for this publication .
Note: Regional classifications are based on World Bank data . The Europe and Central Asia (ECA) Region includes Albania, Kosovo, and 
Estonia; Latin America and the Caribbean (LAC) includes Brazil and Chile; and South Asia includes Bangladesh and Nepal . CFI = comparative 
fit index; SRMR = standardized root mean squared error .

The results of comparing measurement invariance across countries within the same geographical region 
are shown in figure 24.2. Since all configural-invariance models with only three manifest variables and 
one latent factor have, by definition, a perfect level of fit, what the figure shows is the change (∆) in key fit 
statistics—χ2, CFI, and SRMR—between configural- and metric-invariance models and between metric- and 
scalar-invariance ones. For consistency, the changes in the CFI are reversed, meaning that model fit is deteri-
orating when going right along the x axis.

From the figure, it can be seen that metric invariance models fitted across countries from the Europe 
and Central Asia region (Albania, Estonia, and Kosovo) and for the South Asia region (Bangladesh and 
Nepal) do not exhibit significantly worse fit on all three indexes. For Latin America and the Caribbean 
(LAC) (Brazil and Chile), only the ∆χ2 is statistically significant, but, given very low changes in the other two 
indexes, metric invariance can still be inferred.

Taking the metric-invariant models to the next level and imposing scalar invariance, model fit remains 
fully acceptable for South Asia. For ECA and LAC, both the ∆χ2 and the ∆SRMR point to a significantly 
worse fit, and, therefore, as with the full cross-country model, scalar invariance can be only tentatively 
inferred based on the fact that the ∆CFI < 0.01.

Figure 24.3 shows the results of the same analyses replicated across income groupings rather than 
regions. On the basis of the ∆CFI and the ∆SRMR, all three income groupings exhibit metric invariance. 
Only a high p-value for the upper-middle-income group (Albania, Brazil, and Kosovo) points toward a 
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different conclusion, but, as explained in the methodology section, this is not taken as sufficient evidence to 
overrule a good fit based on the CFI and the SRMR.

If such an interpretation is adopted, scalar-invariance models can be estimated for all income group-
ings. According to all fit indexes, scalar invariance can be inferred across high-income (Chile and Estonia) 
and lower-middle-income (Bangladesh and Nepal) countries. For the upper-middle-income countries, the 
∆χ2 is statistically significant, and the ∆SRMR is well above the threshold of 0.01. The absolute value of the 
SRMR of the scalar-invariance model is also only borderline acceptable, at 0.046. The ∆CFI, standing just 
below 0.009, similarly approaches the threshold of significant deterioration. Therefore, a conclusion of scalar 
invariance can be drawn only on the basis of the CFI, and, even then, it is not strong. (It should also be noted 
that the results and conclusions for countries in the lower-middle-income category are exactly the same as 
for the South Asia category above because those two groups happen to contain the same pair of countries: 
Bangladesh and Nepal.)

Given the relatively robust evidence of metric and scalar invariance within groupings of comparable 
countries, we now move to compare all seven countries against each other. When the metric-invariance 
model is fitted by restricting the factor loadings to be equal across all seven countries, the absolute model fit 
is still good according to all three fit indexes. The value of χ2 is 47.1 (df = 12), and the associated p-value is 
close to 0. The CFI drops to 0.998, and the SRMR increases to 0.019. Therefore, the change in the latter two 
fit indexes is well within the limits recommended by the literature. Although the ∆χ2 with a p-value below 
5 percent points toward significantly worse fit, the large sample size and perfect fit of the unrestricted model 

FIGURE 24.3 Measurement Invariance across Countries Classified by 
Income Group: Change in Model Fit Indexes across Configural-, Metric-, and 
Scalar-Invariance Models
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make this a less reliable measure. Therefore, metric invariance can be inferred for cross-country comparisons 
of transformational leadership.

Given this conclusion, a scalar-invariance model can be fitted. It represents a borderline case of signifi-
cant deterioration. The p-value of the ∆χ2 is close to 0, and the ∆SRMR is 0.018, which is above the threshold 
recommended for scalar-invariance models by Chen (2007). However, the difference is small, and the abso-
lute model fit (the SRMR = 0.037) is still good. Furthermore, the ∆CFI of 0.008 can be viewed as acceptable. 
Therefore, a tentative conclusion of scalar invariance can be reached.

To summarize the above analyses—in a full cross-country analysis, no significant deterioration in the 
model of metric invariance suggests that researchers and policy practitioners should be able to compare 
factor loadings and structural regression coefficients across countries. Item intercepts and means of the indi-
cators can also be compared, although cautiously, given that not all fit indexes suggest that the model with 
equal intercepts fits the data well.

However, comparisons of this type might be more warranted within groups of like countries. There is 
evidence that cross-cultural differences in understanding of the idea of transformational leadership are 
(largely) removed by grouping countries according to their geographical regions. Within such groupings, 
there is clear evidence of metric invariance. With the same caveat as in the full cross-country models, 
scalar invariance can also be demonstrated for those models. Invariance is even stronger when countries 
are grouped by their income level. Both high- and lower-middle-income groups exhibit full metric and 
scalar invariance. The only group where the conclusion of scalar invariance has very little backing is upper-
middle-income countries. This is perhaps unsurprising, given that this group can be viewed as the most 
heterogeneous, and, therefore, differences in the understanding of concepts such as leadership remain 
substantial.5

Within-Country Comparison: Gender

Turning to intracountry comparisons, gender is the key demographic measure in all public service surveys 
and also, typically, one of the first lines along which survey results are broken down. The distribution of 
respondents by gender in the survey sample used here is reported in table 24.3. As can be observed, the gen-
der distribution of civil servants who respond to the surveys varies highly by country. In three out of seven 
countries, women form the majority of the respondents. The female-to-male ratio varies from approximately 
3:1 in Estonia to less than 1:3 in Bangladesh. These cross-country differences are largely consistent with the 
variation in gender balance across survey populations in countries where personnel records are available 
(see table 24A.1).

The results of measurement-invariance analyses across gender groups within countries are presented 
in figure 24.4. Metric invariance—the equality of factor loadings between genders—is obtained with little 

TABLE 24.3 Distribution of Respondents, by Gender

Country Male Female Missing

Albania 1,374 (37 .2%) 2,261 (61 .3%) 55 (1 .5%)

Bangladesh 801 (76 .4%) 224 (21 .4%) 24 (2 .3%)

Brazil 2,268 (56 .8%) 1,701 (42 .6%) 23 (0 .6%)

Chile 2,502 (43 .6%) 3,155 (54 .9%) 85 (1 .5%)

Estonia 845 (23 .8%) 2,462 (69 .3%) 248 (7 .0%)

Kosovo 1,363 (55 .7%) 1,028 (42 .0%) 57 (2 .3%)

Nepal 817 (65 .4%) 421 (33 .7%) 11 (0 .9%)

Source: Original table for this publication .
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space for doubt for all seven countries. In none of them are changes in χ2 statistically significant, nor are the 
changes in the CFI and SRMR above their respective thresholds.6

As a next step, scalar-invariance models are fitted and compared. Here, the arguments and conclusion 
remain unchanged. All three fit indexes point to good fit and no significant deterioration of the model after 
adding equality constraints on item intercepts, which allows us to conclude scalar invariance across genders 
in all countries considered.

Within-Country Comparison: Education Level

Like with the analyses focused on gender, this subsection concerning education begins with a demographic 
overview (table 24.4), which presents the distribution of civil servants by their level of education across 
countries. Here, the heterogeneity across surveys is even more pronounced than in the case of gender. 
Whereas in Albania, 92.1 percent of civil servants who responded to the survey had university-level educa-
tion, and only 5.1 percent had below-university-level education, these proportions are equal in Nepal, and in 
Chile become almost exactly reversed.

Figure 24.5 demonstrates the results from fitting different levels of invariance models across different 
education levels in seven countries. As with gender, both metric and scalar invariance can be concluded for 
all seven countries. None of the changes in the fit indexes come near their respective thresholds.

FIGURE 24.4 Measurement Invariance across Gender within Countries: Change in 
Model Fit Indexes across Configural-, Metric-, and Scalar-Invariance Models
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TABLE 24.4 Distribution of Respondents, by Education Level

Country University Below university Missing

Albania 3,399 (92 .1%) 188 (5 .1%) 103 (2 .8%)

Bangladesh 560 (53 .4%) 468 (44 .6%) 21 (2 .0%)

Brazil 1,964 (49 .7%) 1,895 (47 .5%) 113 (2 .8%)

Chile 586 (10 .2%) 5,081 (88 .5%) 75 (1 .3%)

Estonia 1,898 (53 .4%) 1,439 (40 .5%) 218 (6 .1%)

Kosovo 1,150 (47 .0%) 1,261 (51 .5%) 37 (1 .5%)

Nepal 603 (48 .3%) 603 (48 .3%) 43 (3 .4%)

Source: Original table for this publication .

FIGURE 24.5 Measurement Invariance across Education Levels within Countries: 
Change in Model Fit Indexes across Configural-, Metric-, and Scalar-Invariance 
Models
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Within-Country Comparison: Public Administration Organization

The final set of invariance models is fitted across public administration organizations. The surveys analyzed 
here were conducted among several central government organizations in each country (see table 24.5). 
The number of organizations with more than 50 respondents ranges from 7 in Bangladesh to 27 in Estonia. 
Across countries, the mean number of respondents per organization varies between 83.9 in Kosovo and 522 
in Chile. In the latter country, standing at 1,520, the largest number of respondents per organization is also 
observed.

Figure 24.6 replicates the measurement-invariance comparisons discussed above for gender and educa-
tion level. However, here the results are less clear-cut. For metric-invariance models, there is clear evidence 
to suggest the equality of factor loadings for five out of seven countries. For Kosovo and Nepal, the ∆SRMR 
is, however, just above 0.03, which suggests significant deterioration compared to the configural-invariance 
model. Yet the ∆χ2 remains small in absolute terms and is also not statistically significant, even though this 
metric tends to be the most sensitive of the fit indexes. Therefore, metric invariance is concluded for these 
two countries, albeit with a caveat.

We find similar results when scalar-invariance models are fitted, although here it applies to two addi-
tional countries: Bangladesh and Estonia. For these countries, a change in the SRMR points toward signif-
icant deterioration in model fit, whereas all other measures suggest acceptable deterioration. Overall, the 
results suggest that both factor loadings and the means of the transformational-leadership latent factor can 
be compared across organizations within public administration, but this conclusion is tentative for Kosovo 
and Nepal, as well as for Bangladesh and Estonia in the case of scalar invariance.

DISCUSSION

The results of the measurement-invariance analyses of the concept of transformational leadership presented 
above warrant a tentative two-level conclusion. First, there is strong evidence of metric invariance across 
countries and tentative evidence of scalar invariance. The latter conclusion can be strengthened if coun-
tries are grouped according to region or income level. In that case, full scalar invariance is observed across 
high-income and South Asian or lower-middle-income countries. Second, transformational leadership 
appears invariant, both at the level of factor loadings and latent factor means, across gender, broad education 
level, and organization within public administration in most of the countries studied. The evidence for the 

TABLE 24.5 Distribution of Respondents within Public Administration Organizations

Country

No . of respondents
No . of 

organizationsMean Median SD Min . Max .

Albania 215 .1 183 .0 141 .9 83 585 15

Bangladesh 120 .0 82 .0 70 .7 52 218 7

Brazil 292 .5 165 .0 305 .9 57 1,062 12

Chile 522 .0 382 .0 449 .4 87 1,520 11

Estonia 108 .1 80 .0 70 .6 64 331 27

Kosovo 83 .9 73 .5 30 .5 54 150 14

Nepal 97 .8 83 .5 61 .1 55 241 8

Source: Original table for this publication .
Note: Only groups with 50+ observations are included in the analyses . SD = standard deviation .
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first two groups is clear-cut, and, for invariance across organizations, the only caveat that should be raised is 
the borderline significance of the ∆SRMR values in some models.

It is possible that the relatively stronger evidence of invariance within rather than across countries comes 
from translation differences of the survey items, rather than their differential interpretation. The language of 
a survey is known to affect the thought and response-forming process of survey respondents, even when care 
is taken—for instance, through extensive cognitive interviews—to ensure comparable understanding across 
languages (Peytcheva 2020). Chen (2008) suggests that such difference could also come from a propensity, 
observable in some cultures, to skew survey responses toward more-neutral options. These possibilities high-
light the need not only to standardize the question wording and response scale, as was done here, but also for 
researchers to retest measurement invariance in public service surveys across further concepts and country 
settings, including countries with a shared language. Although safeguarding actions were taken to minimize 
these differences, the results suggest that some residual variation might stem from them.

This unavoidable limitation can, however, serve as a response to another potential criticism of the anal-
yses presented above—namely, the fact that they were focused on only seven countries and a small number 
of questions concerned with transformational leadership. Including a larger sample of countries would be 
admittedly desirable, yet it is problematic precisely because the question wording and the wider context of 
different public service surveys are too dissimilar to warrant inclusion. Most surveys of civil servants include 

FIGURE 24.6 Measurement Invariance across Public Administration Organizations 
within Countries: Change in Model Fit Indexes across Configural-, Metric-, and 
Scalar-Invariance Models
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a leadership section, but they are not directly focused on transformational leadership, and in the cases when 
they are, their phrasing or response scales make comparisons difficult (chapter 18). Despite including only 
seven countries, this chapter is, to the best of the authors’ knowledge, the first to look at the measurement 
invariance of the concept of transformational leadership in the public sector in a cross-country context.

CONCLUSION

Surveying civil servants is often the only feasible way to learn more about their attitudes, behaviors, and 
work environment. Yet survey results are challenging to interpret without context—comparisons to other 
countries or previous surveys, or between different demographic groups within the public service. However, 
researchers and policy practitioners only occasionally pause to statistically assess whether the attitudes and 
behaviors they want to measure—be they engagement, motivation, or leadership—are understood in the 
same way by different groups of civil servants.

Drawing on the concept of measurement invariance, this chapter was able to show that when it comes to 
the differential understanding of the concept of transformational leadership, differences in gender, education 
level, and organization have a very small impact. In most countries, the three leadership questions relate in 
the same way to the underlying concept of transformational leadership, and the mean levels of transforma-
tional leadership are also comparable across groups. The same can be said when looking across countries, 
even if the conclusion of the comparability of the mean levels is weakened, to an extent, when comparing 
countries at different income levels and, in particular, in different regions. This suggests, tentatively, that 
global benchmarking exercises like the GSPS have a legitimate empirical foundation. Contrasting our results 
with those of measurement-invariance analyses of PSM—a concept which is arguably even more culturally 
specific than leadership—suggests, in particular, that questions that are less culturally loaded and more 
factual—for instance, about management practices rather than culturally specific attitudes—might have a 
stronger empirical basis for comparison.

Of course, we assess only one measurement scale in our analysis and draw on data from seven countries. 
Thus, much fertile empirical ground for future cross-country work on measurement invariance remains to 
further solidify claims about what can be compared across countries and what cannot. At least four further 
contributions would be especially welcome in the future. First, future investigations should extend analy-
ses of measurement invariance to other recurring topics in public service surveys. Perceptions about work 
environment, engagement, teamwork, compensation, turnover, performance, meritocratic practices, and 
harassment are components of many public service surveys. Yet the extent to which they measure the same 
underlying concepts across different groups of civil servants and across countries is uncertain. A second 
possible extension of the present analyses would include more countries in the analyses, preferably with het-
erogeneous geographical and economic features. A third avenue for future work would address the fact that 
at present, only a limited number of groupings of civil servants have been compared for measurement invari-
ance. This chapter focused on gender, education level, and organization. Including further groupings—by 
age and tenure level, managerial position, and contract type—would be warranted in future studies. A fourth 
type of analysis would ascertain intertemporal measurement invariance. Just as the same question can mea-
sure divergent concepts across different countries, cultures, or demographic groups, it can be measurement 
variant across different time periods. Due to changes in social, economic, political, and, in the longer term, 
cultural conditions, the same survey question might come to be interpreted differently in different time peri-
ods, even when asked to the same population.

Along with further investigations of measurement invariance, researchers and practitioners wishing 
to compare the results of surveys of public servants would be well served by relying, at least in part, on a 
standardized questionnaire. One such effort is the GSPS initiative, which catalogs 20+ sets of public service 
survey results, along with their respective questionnaires, section names, and metadata. Including some of 
the standardized questions would allow for survey results to be more readily compared with other countries’ 
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results and, ultimately, for the establishment of international benchmarks against which civil servants’ 
 attitudes and behaviors could be reliably compared. Even when such comparisons are tentative, given 
 concerns with measurement invariance, this certainly trumps comparisons of core concepts (for  example, 
employee engagement) across countries using different measures.

NOTES

 We are grateful to Daniel Rogger and Galileu Kim for helpful comments. 
1. Unless justified for other reasons, in all instances countries are listed in alphabetical order. See the GSPS website 

(https://www.globalsurveyofpublicservants.org/) and Mikkelsen, Schuster, and Meyer-Sahling (2020) for further details on 
the surveys included.

2. Technical limitations, like limited access to electricity, computer, or the Internet, as well as incomplete databases of email 
records for civil service officials, made online surveying unfeasible in the two Asian countries (Bangladesh and Nepal) 
included in this chapter.

3. State or local government officials and nonadministrative public sector employees, like teachers, nurses, doctors, 
policemen, and the military, were thus excluded.

4. It was decided that another commonly employed measure of model fit, the root mean square error of approximation 
(RMSEA), would not be used in the analyses presented here. The RMSEA was introduced by Steiger and Lind (1980) and 
extended by, among others, Browne and Cudeck (1993) and Steiger (1998). However, it can be unreliable when comparing 
just-identified with overidentified models, as is done here. Using Monte Carlo simulations, Kenny, Kaniskan, and McCoach 
(2015) find that in models with few degrees of freedom, the RMSEA tends to be overinflated and, therefore, falsely points 
to bad model fit. Moreover, in close-fit models, more restricted models might counterintuitively show a decrease in the 
RMSEA—that is, better fit—because of the increased number of degrees of freedom (Shi, Lee, and Maydeu-Olivares 
2019). Notwithstanding the above, RMSEA values point toward the same broad conclusions as the other three fit indexes 
consulted in the text.

5. In contrast, the lower-middle-income group is relatively homogeneous, since it is comprised of two South Asian countries.
6. In fact, it can be observed the ∆CFI is 0 across all intracountry comparisons. This is because the model fit is close to per-

fect, and, as a result, χ2 is low enough as to be smaller than the number of degrees of freedom. Given the formula used to 
 calculate the CFI, the resulting value of this fit index will always be 1 in those cases (see Bentler 1990).
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SUMMARY

Governments around the world increasingly implement governmentwide surveys of public servants . 
How can they make the most of them to improve civil service management? This chapter first develops 
a self-assessment tool for governments that lays out the range of potential uses and benefits of pub-
lic servant survey findings, arguing that public servant survey results can improve civil service man-
agement by providing tailored survey results to four key types of users (the government as a whole, 
individual public sector organizations, units within organizations, and the public, including public sector 
unions); holding government organizations accountable for taking action in response to survey results; 
and complementing descriptive survey results with actionable recommendations and technical assis-
tance for how to address the survey findings to each user type . To substantiate the tool, the chapter 
then assesses the extent to which six governments—Australia, Canada, Colombia, Ireland, the United 
Kingdom, and the United States—make use of public servant survey findings . It finds that five out of six 
governments provide tailored survey results at both the national and agency levels, yet no government 
fully exploits all the potential uses and benefits of public servant surveys . For instance, not all govern-
ments provide units inside government organizations with their survey results or complement survey 
results with accountability or recommendations for improvement . Many governments could thus, at a 
low cost, significantly enhance the benefits they derive from public servant surveys for improved civil 
service management .
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ANALYTICS IN PRACTICE

 ● Public servant data can provide important evidence for management improvements in government, but 
how impactful it is depends on what governments do with it. This chapter contains self-assessment tools 
for governments conducting surveys of public servants, with a number of relatively low-cost actions gov-
ernments can take to support evidence-based reforms based on insights from public servant surveys.

 ● Reporting results has two core aims. The first aim is to make salient key takeaways about the strengths 
and weaknesses of particular organizations or units. Reporting should thus include coded management 
reports or appropriately coded front pages of dashboards, which provide an overview of strengths and 
areas for development. Second, reporting aims to enable users to explore the survey results in a bespoke 
manner (while ensuring the anonymity of responses). This can be done, for example, through dash-
boards that allow users to split questions by demographic groups—for instance, by gender or age.

 ● Reporting results is more impactful when it reaches the different groups that can take action based on 
them in a tailored manner. These groups include central government agencies (for example, the civil ser-
vice agency), individual public sector organizations, individual units (or their managers) within public 
sector organizations, and the public, including public sector unions. Tailored results reports can enable 
better management responses. For instance, by providing individual public sector organizations and 
units with tailored survey results, public managers can more easily identify appropriate actions to tackle 
the specific problems of their organizations or units.

 ● Reporting results is also more impactful when it includes recommendations to users—such as the 
managers of units or organizations—on how best to address survey findings, as well as action plans for 
users to develop their own actions. At low cost, recommendations can be automated at the unit and 
organizational levels—for instance, by linking training offerings to specific survey results or providing 
management “checklists” to managers with certain survey results. Moreover, action plan templates can be 
provided to units and organizations, with suggested methodologies to develop actions based on survey 
results. Where more resources are available, automated recommendations and action plan templates can 
be complemented by tailored technical assistance—or human resource management (HRM) consul-
tancy—provided either by a central human resource (HR) unit or an external provider to help managers 
turn survey findings into improvements.

 ● To foster the use of results, governments can introduce accountability mechanisms—for instance, 
through central oversight of actions taken in response to survey findings by government organizations 
and units, by making (anonymized) survey data available to the public and other users (such as unions) 
to construct “best place to work” indexes and enhance transparency around staff management in public 
sector institutions generally, or by introducing survey measures that capture employee perceptions of the 
extent to which government organizations take action in response to survey findings.

INTRODUCTION

How can governments make the most of public servant survey results for management improvements? 
Understanding this challenge is important. Governments around the world increasingly implement govern-
mentwide employee surveys (see chapter 18). Implementing surveys is often costly to governments, not least 
in terms of the opportunity cost of staff time to respond to the survey (chapter 20). This puts a premium on 
making the most of public servant survey results—in other words, maximizing the benefits governments 
derive from public servant survey results for civil service management improvements. Yet the results from 
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surveys of public servants do not themselves engender change. They require effective dissemination, as well 
as the capacity and motivation to improve civil service management based on them. This translation process 
is challenging. In the United States Office of Personnel Management (OPM) Federal Employee Viewpoint 
Survey (FEVS), for instance, only a minority of public servants believe that survey results will be used to 
make their agency a better place to work (OPM 2021).

How, then, can governments tackle this translation challenge more effectively? This chapter comple-
ments the in-depth exploration of the FEVS in chapter 26 of The Government Analytics Handbook with a 
self-assessment framework for governments to use and a case comparison of six governments to identify 
the range of potential approaches governments can take to maximize management improvement benefits 
from public servant survey results.

The conceptual starting point for the self-assessment framework consists of a series of theories of 
change linking public servant survey results to civil service management. The framework posits that 
public servant survey results can improve civil service management by enhancing the informational 
basis for civil service management improvements, the capacity of managers to improve civil service 
management, and the motivation of managers to improve civil service management. Tailored survey 
results—in the form of dashboards and reports—can improve the informational basis for manage-
ment improvements for the government as a whole, for individual organizations, and for units within 
organizations. Publishing survey findings can provide both internal central oversight stakeholders 
and external stakeholders—such as the public and unions—with information to hold public man-
agers accountable for management improvements, thus motivating managers to act on findings. 
Finally, complementing descriptive survey results with actionable recommendations and technical 
assistance in addressing the survey findings can enhance the capacity and ability of managers to pursue 
management improvements.

The chapter then assesses empirically the extent to which six governments—Australia, Canada, 
Colombia, Ireland, the United Kingdom, and the United States—make use of this range of potential uses 
of public servant survey findings.1 It finds that most governments provide tailored survey results at both 
the national and agency levels, yet no government fully exploits all the potential uses and benefits of pub-
lic servant surveys. For instance, not all governments provide units inside organizations with their survey 
results or complement survey results with accountability or recommendations for improvement. Many 
governments could thus, at a very low cost, significantly enhance the benefits they derive from public servant 
surveys for civil service management improvements.

INFORMATION, MOTIVATION, AND CAPACITY: HOW PUBLIC SERVANT 
SURVEY RESULTS CAN IMPROVE CIVIL SERVICE MANAGEMENT

The core purpose of implementing public servant surveys is to improve employee management to, ultimately, 
attain a stronger workforce. For instance, the United Kingdom Civil Service People Survey seeks to inspire 
action “to increase and maintain . . . levels of employee engagement, and staff wellbeing” (UK Government 
2018). How can public servant survey results attain this aim? From a theory-of-change perspective, three 
mechanisms stand out.

Survey results can enhance the informational basis for management improvements, the motivation of 
managers to pursue management improvements, and the capacity of managers to pursue improvements.

These mechanisms provide a broad framework for centralized entities to assess their own efforts at 
inducing public sector action from surveys of public servants. In relation, chapter 26 in the Handbook high-
lights how a complementary architecture within each agency supports these actions. Thus, the two chapters 
can be seen together as a framework against which public sector analysts interested in generating action can 
benchmark the institutional environment in which their survey results are disseminated.
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Business Intelligence: Improving the Informational Basis for Management 
Improvements through Survey Results

Better business intelligence—a stronger informational basis for management decisions—is the first and 
most obvious use of public servant survey results. As the Australian Public Service Commission puts it, the 
“results also help target strategies to build Australian Public Service (APS) workplace capability now and in 
the future” (Australian Public Service Commission 2021b). Or, as the government of Canada lays out:

The objective of the Public Service Employee Survey is to provide information to support 
the continuous improvement of people management practices in the federal public service. 
The survey results will allow federal departments and agencies to identify their areas of 
strength and concern related to people management practices, benchmark and track prog-
ress over time, and inform the development and refinement of action plans. Better people 
management practices lead to better results for the public service, and in turn, better results 
for Canadians. (Government of Canada 2021)

Public servant surveys can provide business intelligence on several aspects of the public administra-
tion production function (see chapter 2). They can help in understanding key public servant attitudes and 
how civil servants experience their work—for example, their job satisfaction or intent to stay in or leave 
their organization. And they can help in understanding management practices and the organizational 
 environments shaping these public servant attitudes and experiences, such as the quality of leadership or 
performance management. Having data on both can also help in understanding the drivers of employee 
 attitudes, such as engagement (namely, which management practices are statistically most important to 
improve engagement). In some countries where personnel databases of the civil service are highly decentral-
ized (and centralized demographic data about the civil service are not available), surveys have also been used 
to create an overview of the demographic structure of the civil service (for example, India’s Civil Services 
Survey of 2010), by asking about gender, age, or education, for instance.

A number of users can benefit from this business intelligence. First, this business intelligence can 
enable governmentwide reforms. Governmentwide public servant survey results can spur improvements 
to specific management functions if particular government shortcomings are identified. For instance, 
upon finding in its National Survey of Public Servants that a third of public servants indicated that they 
entered public service through personal or political connections, the government of Chile drafted new 
legislation to strengthen the merit basis of public service (Briones and Weber 2020). Governmentwide 
survey results can also highlight the need to improve management of and for particular groups—for 
instance, to track diversity and inclusion progress, as in New Zealand’s government (Te Kawa Mataaho 
Public Service Commission 2021).

Understanding strengths and weaknesses governmentwide is often aided by international benchmarking, 
when survey measures across governments are comparable. For instance, if a government wants to under-
stand whether it needs to act upon the low pay and benefits satisfaction of its staff, one potential point of ref-
erence is the pay and benefits satisfaction of public servants in other countries. The Global Survey of Public 
Servants (GSPS) enables such benchmarking, as illustrated below (figure 25.1). In Ghana, for instance, 6 per-
cent of public servants are satisfied with their pay, compared to between 24 percent and 86 percent of public 
servants in other countries, suggesting that pay satisfaction might constitute a particular challenge in Ghana 
(rather than merely reflecting the general discontent of public servants with their salaries around the world).

For business intelligence from public servant surveys to be intelligible and actionable, it needs to be 
presented in a manner that increases awareness and understanding of key areas measured by the survey and, 
in particular, the key priority areas for action in light of the survey results. It also needs to allow govern-
mentwide users to explore topics of interest, such as how survey responses differ by key groups of public 
servants—for instance, between men and women (cf. Pandey and Garnett 2007). Understanding key areas 
for action requires reporting results either in a management report or in appropriately coded dashboards, 
which front-page key areas of strength and development. Complementing management reports with 
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dashboards allows users to easily explore aggregate data splits—for instance, by demographic group. User 
exploration is also aided by allowing ad hoc requests from central government agencies (such as ministries 
of finance) for particular tailored survey data analyses that go beyond what is displayed in a dashboard—for 
instance, particular regression analytics to understand the drivers of gender gaps in different organizations. 
Finally, central business intelligence is further strengthened when public servant survey results are integrated 
with other human resources (HR) data sources—for instance, in an HR dashboard that places survey results 
 side-by-side with indicators such as retention, sick leave, number of applicants for public sector jobs, and 
gender pay gaps.

Second, public servant survey results can enable reforms at the organizational level by disaggregating 
results to organizational averages, benchmarking organizations in the public sector against each other, 
and allowing organizations to understand differences in the experiences and responses of different groups 
inside an organization. Providing organization-level business intelligence matters because differences in 
employees’ experiences between public sector organizations inside a government are often larger than 
differences between governments (Meyer-Sahling, Schuster, and Mikkelsen 2018). Governmentwide 
reforms alone thus often miss priorities for improvement in particular public sector organizations. 
Drawing on its organization-level results, to cite just one example, the Primary Care Division of the 
Scottish government identified key areas for improvement (including empowerment of staff and team 
spirit) in its 2012 Civil Service People Survey—in which it scored 54 percent in engagement—and it 
acted upon the survey findings to increase engagement to 78 percent in 2014 (Cabinet Office 2015). 
Management reports for each organization, appropriately coded dashboards, which front-page key areas 
of strength and development for each organization, and dashboards to allow organizations to explore 
aggregated responses of different demographic groups inside the organization can provide the business 
intelligence for such organizational improvements.

Third, public servant survey results can enable improvements at the level of units or divisions inside 
organizations by disaggregating results to the unit level and making them accessible to unit managers 
through management reports and dashboards.2 Unit-level reporting is important because differences in key 
indicators between units inside organizations—such as in the quality of leadership and employee engage-
ment—are often as large as differences between organizations (see chapter 20). The UK Cabinet Office’s 
Social Investment and Finance Team (SIFT), for instance, excelled relative to other teams inside the Cabinet 

FIGURE 25.1 Share of Public Servants Satisfied with Their Pay and/or Total 
Benefits, Various Countries
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Office in employee engagement through “tight-loose” leadership—tightness around the mission but delega-
tion in allowing members of the team autonomy to achieve the mission (Cabinet Office 2016).

Capacity: Enhancing the Ability of Managers to Undertake Management 
Improvements

Descriptive survey results can identify key strengths and weaknesses in staff management in the government, 
a particular government organization, a unit inside an organization, or a particular demographic group 
of public servants. By themselves, however, survey results are not prescriptive: they do not identify how 
best to address survey findings. In other words, they identify strengths and weaknesses but not managerial 
actions for improvement. It is thus important to complement survey results with either a process to identify 
improvements or the identification of specific substantive improvements.

Approaches that focus on an improved process can take the form of methodologies to develop action 
plans, with templates and, potentially, technical assistance (for example, from a civil service agency or a man-
agement consultancy) to help government organizations or units undertake improvements. This approach 
is typical of employee engagement consultancies, which have developed standardized toolkits based on staff 
survey results (see, for example, Gallup 2022).

The substantive approach couples the presentation of survey results with specific recommendations for 
improvement based on the survey results to facilitate turning results into action. In country-level reports, 
these can be qualitative and detailed, based on inferring key management improvements from the data (see, 
for example, Schuster et al. 2020). At lower levels of disaggregation—for organizations and, in particular, 
units where hundreds of results reports are needed—recommendations can be automatically coded to be 
added to the results presentation. For instance, Google’s approach to people analytics flags specific training 
offerings to managers based on survey results for their units (Penny 2019).

Accountability: Motivating Managers to Undertake Management Improvements

Public servant survey results can make transparent the quality of management in specific units or organiza-
tions or in the government as a whole. Where transparency is coupled with accountability for management 
improvements, it can provide additional motivation to managers to pursue improvements (beyond their 
intrinsic motivation).

Accountability can come, first of all, from the bottom up: public servant surveys provide employees with 
a voice to raise concerns about their experiences with and perceptions of management, their team, and their 
organizational environment. For employees—or public sector unions as their representatives—to hold gov-
ernment organizations accountable for management improvements, results need to be published, at least at 
an aggregate level. Providing employees with a voice is an explicit objective of most public servant surveys. 
For instance, the Australian government stresses that their survey “is an opportunity for employees to tell 
the Australian Public Service Commissioner and Agency heads what they think about working in the APS” 
(Australian Public Service Commission 2021b). Accountability to employees can be fostered by measuring 
employee perceptions of the extent to which their organization is taking action to respond to survey findings. 
For instance, the UK Civil Service People Survey asks respondents about their agreement with the statement 
“Where I work, I think effective action has been taken on the results of the last survey” (Cabinet Office 2019).

Accountability can also come from the outside—the media, public sector watchdogs, and researchers—
when data, including organization-level data, are made public.3 For instance, the Partnership for Public 
Service—a US nonprofit—generates the Best Places to Work in the Federal Government index based on 
published US public servant survey results, benchmarking public sector organizations in the United States 
and rendering salient organizations that perform poorly (Partnership for Public Service 2021). This type 
of transparency and publicity about poor performance may, in a poorly performing organization, motivate 
action to improve its ranking.
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Similarly, the media can act as an external accountability mechanism to motivate improvements when 
data are made public. For instance, in Australia, low staff morale and dissatisfaction with leadership in the 
Department of Home Affairs made headlines in main news outlets (Doran 2019). Similarly, in Ireland, 
the media reported that only a small fraction of civil servants thought that poor staff performance was 
adequately addressed in their departments (Wall 2021).

Researchers can add a further layer of accountability, particularly when anonymized microdata from survey 
respondents are made available. This precludes the selective reporting of results by allowing researchers to 
analyze the anonymized raw data. It can thus further improve the aforementioned informational basis for man-
agement improvements by fostering a body of research work about a government’s public service. To illustrate, 
a recent review identified 48 research articles using published microdata from the FEVS (Resh et al. 2019). 
Among these studies, a number have assessed diversity management in the US government based on these 
microdata. They have found, for instance, that employees in organizations with greater racial diversity tend, 
all else being equal, to report lower job satisfaction. Yet they have also found that when diversity is managed 
well, employees in organizations with more racial diversity report greater job satisfaction (Choi 2009; Choi and 
Rainey 2010). This makes transparent both a potential challenge in the US  government (lower job satisfaction 
in more diverse institutions) and the effectiveness of diversity management as a solution.

Accountability and oversight can, of course, also be internal. For instance, heads of organizations can 
hold managers of units inside their organizations accountable for improvements based on their results, and 
central oversight agencies (such as ministries of finance or civil service agencies) can hold public sector 
organizations accountable for improvements. As detailed below, in the Irish government, a dashboard tracks 
the actions of each government organization in response to the public servant survey, while Canada uses a 
management accountability framework (MAF) to assess the progress made by organizations in management 
practices, including those identified in the employee survey.

In short, public servant survey results can foster management improvements through better business 
intelligence, greater managerial motivation, and an increased capacity to improve. Governments can maxi-
mize each of these uses by generating customized reports for the government as a whole, each organization, 
and each unit, ensuring that users can both explore aggregate data easily and access key findings for their 
organization/unit/government.

Governments can also complement descriptive survey results with recommendations, action plans, and 
methodologies to turn survey results into improvements and accountability mechanisms inside the gov-
ernment and externally—including publishing results and data—to motivate action. The next section will 
compare the extent to which six governments with long-standing public servant surveys have made use of 
these approaches to maximize the benefits of public servant survey results.

TO WHAT EXTENT ARE GOVERNMENTS MAKING FULL USE OF PUBLIC 
SERVANT SURVEY RESULTS? BENCHMARKING SIX GOVERNMENTS

To what extent are governments making full use of public servant survey results? This section compares the 
approaches taken by six governments with long-standing (at least three iterations) governmentwide public 
servant surveys: Australia, Canada, Colombia, Ireland, the United Kingdom, and the United States. It does so 
by benchmarking the actions taken by each government against each of the potential uses of public servant 
survey results identified in the previous section of this chapter. Table 25.1 summarizes this comparison 
and the self-assessment framework, which can be used by other governments to identify actions that could 
further enhance their use of public servant survey results. Of course, there may be variations within each cat-
egory across the six governments we have reviewed. For simplicity, we code each country in the framework 
for each category according to a binary: exists vs. does not exist.

Looking first at business intelligence, the comparison shows that governments generally produce 
country-level results reports. With one exception, they also produce agency-level reports (that is, 
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TABLE 25.1 Comparing Country Approaches to Making the Most of Survey Results

Australia Canada Colombiaa Ireland
United 
Kingdom

United 
States

Information provided to central government

National results report

Dashboard for customized queries

Ad hoc analyses on topics of 
interest to central government

Survey results integrated in HR 
business intelligence platform or 
regular report with other HR data 
(for example, turnover or mobility)

Only ad hoc 
in select 
agencies

Information provided to government organizations

Results report for each agency

Dashboard with results of agency 
and internal comparisons

Rapid-response analyses on topics 
of interest in response to requests 
from particular agencies

Information provided to units inside government organizations

Results report for each unit within 
the agency

Dashboard with results of units and 
customized queries

Capacity to take action based on survey results

National results report with 
recommendations for management 
improvement

In 
accompanying 
reports

In 
accompanying 
reports

Organizational reports with 
recommendations for improvement

Action plan templates and 
methodologies to help 
organizations take

action based on survey findings

Results presentations and technical 
assistance to help agencies take 
action based on survey results

Accountability: Information made available to the public

National results report or table

Dashboard for customized queries Previously 
the Unlock 
Talent 
dashboard

(continues on next page)
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TABLE 25.1 Comparing Country Approaches to Making the Most of Survey Results (continued)

Australia Canada Colombiaa Ireland
United 
Kingdom

United 
States

Institutional results reports or 
dashboards

In a 
spreadsheet

Anonymized individual-level 
microdata

On request On request

Bottom-up and top-down accountability for using survey results

Central government mechanism to 
hold organizations accountable for 
acting on results

Survey measuring whether 
public servants perceive their 
organization is taking action to 
address results

Source: Original table for this publication .
Note: In the table, green cells indicate Yes and red cells indicate No . To make the analysis tractable, the authors have delineated a binary conception of whether 
countries undertake the focal practices or not . Though there may be variation within each category and country, this provides a generalized assessment of the 
information available from public data and clarifications received from countries .
a . Colombia counts on a comprehensive management dashboard that covers human resource management, enables comparisons over time, and contains 
recommendations for each organization and action plans (DAFP 2022) . However, this dashboard currently does not integrate results from Colombia’s public 
servant survey . HR = human resources .

reports for individual government organizations), enabling each organization to understand its 
strengths and weaknesses based on survey results. There is a greater divergence when it comes to 
unit-level reports. Australia, Canada, the United Kingdom, and the United States disaggregate data 
to the unit level, enabling heads of units or divisions inside a government organization to understand 
their strengths and weaknesses. As this disaggregation to unit-level reports or dashboards multiplies 
the number of potential users of the data, it is an important low-cost avenue for greater management 
impact of the survey in countries that currently lack this disaggregation. Governments also differ in the 
extent to which they create dashboards that allow users to easily explore the results along the margins 
most interesting to them—for instance, by splitting indicators by demographic groups (such as gender) 
for the government as a whole or particular organizations. As the creation of such dashboards need not 
be costly—for instance, if free online platforms such as Tableau Public are used—this represents a sec-
ond low-cost way for many governments to enhance the business intelligence users derive from survey 
results. All governments, with one exception, also undertake bespoke analyses of the data for users—for 
instance, in response to requests from the ministry of finance or other particular organizations with 
specific interests. Finally, Australia, Canada, and the United States integrate public servant survey 
results systematically with other HR data—such as data on turnover—in their reporting to generate a 
more comprehensive overview of HR strengths and weaknesses.

In terms of enhancing the capacity to turn survey results into actions at the national level, only 
Australia and Canada accompany their descriptive survey results with specific management improvement 
recommendations in accompanying briefings and reports (though not in the survey results directly). At 
the agency level, two countries rely on action plan templates to help organizations with a process to turn 
survey results into action. Finally, in four of the countries, the center of government provides results 
presentations or technical assistance to individual public sector organizations to help them turn survey 
results into action.

In terms of external accountability, all countries publish country-level results. All governments except 
for one also make institution-level reports public. However, only Australia and Canada provide the public 
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with access to a dashboard to explore the data, while three countries publish the anonymized microdata 
(and a further two countries make the data available upon request to researchers under certain condi-
tions). Similarly, three governments have institutionalized center-of-government mechanisms for holding 
government organizations accountable for improvements based on survey results, and only a minority of 
governments measure the extent to which civil servants believe that their organizations are taking effective 
action based on survey results. In many countries, stronger external transparency and internal accountability 
mechanisms to motivate managers to take action based on survey results could thus be considered.

Table 25.1 highlights both commonalities and variations between countries in the extent to which survey 
results are used—and opportunities to further this use. To make these opportunities more actionable, the 
next subsections showcase specific examples of how governments approach each of these uses.

First, a brief note on the capacity to undertake these actions is due. While this chapter does not focus on 
why different governments do not adopt some of the potential uses of survey results, a plausible conjecture 
is the differential organizational setup of public servant surveys across countries. This differential organiza-
tional setup generates differences in, for instance, organizational capacity to deliver management reports, 
dashboards, and bespoke analyses. In the United Kingdom and Australia, data collection is contracted out, as 
is, for instance, the production of results dashboards. In Colombia, the national statistical agency handles the 
process, while Canada and Ireland use a hybrid approach whereby surveys are conducted through a part-
nership between civil service departments and the national statistics agency. In the United States, the survey 
is conducted by the OPM, which is the US federal civil service department. Where surveys are conducted 
in-house, the ability to deliver dashboards and coded reports is conditioned by the data analytics staff ’s 
capacity in the government agency in charge of the survey.

Information Provided to the Central Government

As noted above, all governments generate national results. They do so in different ways, however. In the 
United Kingdom, a slide deck is produced for the most senior officials (the cabinet secretary, the civil 
service’s chief operating officer, and departmental permanent secretaries) and HR directors in depart-
ments. They are also given access to the interactive dashboards so they can explore the results in more 
detail. In some previous years, a slide deck visually highlighting key findings and showing the progres-
sion from the past year was also made public (figure 25.2), and the head of the civil service provided 
a write-up of highlights (for example, Heywood 2017). This is not currently the case, however. The 
Colombian government, similarly, presents national results in a slide deck together with a press release 
with key findings (DANE 2022).

By contrast, Ireland and the United States present national results reports. Both highlight up front 
the most positive and the most challenging results. The Irish report does this by theme (figure 25.3); the 
US report lists items with the highest and lowest agreement (as key areas of strength and development) 
(OPM 2021).

As a further means of highlighting key strengths and weaknesses, the Irish report also contains interna-
tional comparators (figure 25.4)—a practice otherwise underutilized by governments, in light of the compar-
ator data available through the GSPS (Fukuyama et al. 2022).

Finally, Australia presents results not only in a slide deck (Australian Public Service Commission 2021c) 
and a summary write-up of results (Australian Public Service Commission 2021a) but also in an annual State 
of the Service Report that integrates employee survey results with other workforce data—for instance, on 
gender pay gaps, diversity, and mobility—to provide a comprehensive HR diagnostic, often focused on key 
themes (Australian Public Service Commission 2021d). Figure 25.5 showcases an example figure from the 
State of the Service Report, which integrates findings from the country’s public servant survey with exter-
nal labor market data to better understand skills shortages in the public sector. Similarly, Canada and the 
United States integrate HR and survey data in their reporting. For instance, in the United States, employee 
survey results are, as part of the President’s Management Agenda (PMA), provided to the White House 
together with HR metrics, such as staffing and quit rates. Survey and HR data were also integrated into a 
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FIGURE 25.2 Results Report from the UK Civil Service People Survey
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FIGURE 25.3  Results Report from Ireland, Top 5 Positive Results
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dashboard—Unlock Talent—that allowed users to compare agencies and units in survey results (for exam-
ple, engagement) and HR data. Funding for the dashboard has run out and, at the time of the writing of this 
chapter, the US government is developing a replacement.

In short, all countries report national results. Four of the six countries do well to visualize highlights up 
front, giving stakeholders a sense of key strengths and areas for improvement. Ireland also uses international 
comparisons to further contextualize strengths and challenges, while Australia and Canada are the only 
countries to systematically integrate employee survey and other workforce data for a more comprehensive, 
regular HR diagnostic.

Governments also differ in the extent to which they enable government users to further explore 
data beyond the results report—by making a results dashboard available or conducting on-demand, 
bespoke analysis of the data. Australia, Canada, the United Kingdom, and the United States use dash-
boards to enable users to explore the (aggregate) data in a more customized way—for instance, by 
comparing responses of different demographic groups in different state institutions. These dashboards 
can be relatively low cost, as in the case of the Employee Viewpoint Survey Analysis and Results Tool 
(EVS ART) in the United States (see chapter 9, case study 9.3 in chapter 9, and chapter 26) or Canada’s 
Power BI dashboard (figure 25.6). Canada’s Power BI dashboard allows users to compare indicators, 
organizations, and trends over time. All data are aggregated as percentages for each response option 
(for example, the percentage of respondents who answered “strongly agreed” or “agreed”) (Government 
of Canada 2020b).

Canada also produces dashboards focused on specific groups of public servants—such as Indigenous 
people, women, persons with disabilities, or LGBTQ+ employees. Figure 25.7, for instance, shows the 
dashboard for persons with a disability. Canada thus provides users with accessible overviews of results for 
groups of public servants with particular needs or particularly concerning results.

A subset of governments also conducts more bespoke, on-demand analysis of data. For instance, the 
Australian Public Service Commission analyzes and reports on employee survey data in bespoke reports 
for specific purposes. These are typically reports for internal civil service use and consideration but may 
also comprise reports for public release. Areas from across the civil service that require employee survey 
results to inform their work and activities can request these from the commission. The commission then 
prepares responses to these requests for information. In Canada and the United States, analytical reports 
can be requested by participating agencies. The OPM also publishes a series of special reports—for instance, 
on women in public service, employee engagement drivers, and millennials in public service (OPM 2022). 
Ireland also occasionally commissions academics and consultants to provide more in-depth analytical 
reports to provide further insight into areas that were identified as needing intervention (Department of 
Public Expenditure, National Development Plan Delivery and Reform 2022).

FIGURE 25.4  International Benchmarking in Results Report from Ireland

International Benchmark:

In the survey, 33% of staff agreed with the statement ‘I feel that my pay 
adequately reflects my performance’, which compares to 30% among
respondents in the 2017 UK Civil Service People Survey.

Source: Department of Public Expenditure and Reform 2017 .
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FIGURE 25.5 State of the Service Report from Australia
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FIGURE 25.6 Canada Public Service Employee Survey Dashboard

Source: Government of Canada 2020b (example screenshot) .

Information Provided to Government Organizations

All governments provide results data at the organizational level to participating government organi-
zations. The format and accessibility of these agency-level results, however, differ. In Colombia and 
the United States, data are presented in tables or data files (see chapter 9, case study 9.3 in chapter 9, 
and chapter 26 for greater detail on the EVS ART approach). Ireland produces bespoke reports for 
each agency, accompanied by an “at a glance” dashboard (see more on this below). These reports are 
descriptive. Agencies are encouraged to draw their own conclusions for programs of change based on 
the results.

Australia, Canada, and the United Kingdom offer online dashboards to agencies through which 
they can filter results and explore the parts of the data relevant to them. Dashboards have privacy pro-
tection safeguards programmed into them, such as not allowing for cross-tabulations below a certain 
number of employees or only providing a subset of open-ended responses for teams that are very small. 
Figure 25.8 visualizes the UK Civil Service People Survey’s (internal) dashboard, which the United 
Kingdom contracts from Qualtrics. Australia, similarly, uses a contractor to generate an easily accessi-
ble online dashboard that allows splits at the agency and subdivision level by, for instance, gender and 
technical expertise for each agency and subdivision. Canada built its own dashboard with Power BI 
(figure 25.6).

Information Provided to Units inside Government Organizations

Canada, Australia, the United Kingdom, and the United States also generate unit-level results—for instance, 
by generating team-level reports accessible to each team, as in the United Kingdom’s (figure 25.8) and 
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FIGURE 25.8 United Kingdom Civil Service People Survey Results Dashboard 
for Organizations and Teams

Source: Screenshot of the headlines page of the internal dashboard used by the Civil Service People Survey Team .

FIGURE 25.7 Canada Public Service Employee Survey Dashboard for Persons with a Disability

Source: Government of Canada 2020b (example screenshot) .
Note: PSES = Public Service Employee Survey .
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Canada (figure 25.6) dashboards. Canada also provides heat maps for each unit to crystallize strengths and 
areas for development (figure 25.9).

Generating unit-level results requires generating unit- or division-level identifiers in each organization, 
which are either linked to the unique survey ID of a survey respondent or selected by survey respondents. 
These can be collected from central human resources management information systems (HRMIS), where 
they exist, collected from institution-level HRMIS and appended to the email addresses used to disseminate 
the survey, or gathered from each government organization manually, with respondents then selecting the 
unit in which they work when completing the survey.

For instance, in Australia, several agencies choose to map their Australian Public Service Employee 
Census respondents to their organizational hierarchies. Where an organizational hierarchy has been 
included, analysis and reporting of results are possible for individual work units within an agency. This 
includes analysis and reporting for demographic and other groups within an agency or organizational 
unit. In 2020, just over 60 percent of agencies included an organizational hierarchy in the Australian 
Public Service Employee Census. How far down an agency chooses to disaggregate its hierarchy typically 
depends on its size and structure. Most, however, will disaggregate their hierarchies to the lowest practicable 
level while safeguarding anonymity (for instance, by not reporting results for work units with fewer than 
10 respondents).

When agencies provide such disaggregation, reports for agencies and their organizational units are 
developed and released to those agencies. Representatives within individual agencies have access to the 
online dashboard, in which they can source their prepared summary reports but also analyze, filter, and 
compare results for their agency and its constituent organizational units. This portal allows for more inter-
active descriptive analysis and exploration of results and enables agencies to source more survey results than 
are made available in the static reports.

FIGURE 25.9 Canada’s Heat Maps for Survey Results of Units

Source: Screenshot of unit report heat map by the Treasury Board of Canada Secretariat.
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Similarly, in the United States, disaggregation occurs up to the ninth level of hierarchy in some organiza-
tions, multiplying the number of units and teams benefiting from survey results. Lower levels of government 
are provided with “subagency breakout reports,” which display results for an individual office (the lowest 
level of the agency) for all core and demographic survey items, and “subagency comparison reports,” which 
compare all work units within a breakout for all core and demographic survey items.

Capacity to Take Action on the Basis of Survey Results

As noted, turning survey results into action is facilitated by accompanying descriptive survey results with 
prescriptive recommendations at the national, organizational, or unit level, where appropriate (for instance, 
by linking training offers to managers to certain survey results in leadership quality); by presenting results 
in person to organizations to help them understand them and consider actions in response; and by offering 
action plan methodologies to agencies or units to take action based on results.

In national survey results reports, governments typically do not include prescriptive recommendations, 
though recommendations or actions are sometimes included in accompanying publications—for instance, 
in a blog by the chief executive of the UK’s civil service (Manzoni 2020), a press release by Colombia’s Public 
Service Department (DAFP 2016), or, perhaps most directly, in Australia’s State of the Service Report, which, 
as mentioned before, integrates public servant survey data with other HR data sources to analyze key HR 
themes and suggest ways forward (Australian Public Service Commission 2021a). In Canada, presentations 
and briefings by the Treasury Board of Canada Secretariat include recommendations.

Australia also explicitly offers organizations action plan templates and methodologies to help them take 
action based on survey findings. Each agency report includes an action template that encourages managers 
to map actions against survey outcomes (figure 25.10).4 This is encouraged by tying the release of survey 
results to the Australian State of the Service Report, which sets out a strategic mission for the civil service. 
Senior executives from the national commission are asked to present key points of the report to employees 
in their state and territory. These presentations typically give a high-level overview of the perspectives and 
direction of the commission and also include Australian Public Service Employee Census results. Each 
year, focus groups are held with representatives of agencies, during which the use of the results is discussed. 
Canada, in turn, has an interdepartmental committee in which best practices are shared and organizations 
are provided guidance on how to create their plans; however, specific templates are not provided. In the 
United Kingdom, the Cabinet Office shares with departments a guide to running a workshop to discuss the 
results as a team and take action, while, in the United States, senior accountable officers have been appointed 
in past years within agencies, and experts in the OPM have worked closely with them to support the inter-
pretation of employee survey results and develop and assess action plans.

Bespoke consultancy by a central agency to help individual organizations improve management based 
on survey results remains less systematized across governments. Results presentations at the organiza-
tional level occur but are not universal or part of a systematic intervention program by a central govern-
ment agency to boost management practices and employee engagement based on survey results across 
line agencies. As mentioned before, follow-up consultancy is a cornerstone of the work of engagement 
consultancy firms—and thus a missed opportunity—but, of course, also resource intensive. At the same 
time, governments are not currently making use of lower-cost, automated recommendations based on 
survey results for organizations or units—for instance, by showing specific training offerings to managers 
with scores in need of improvement in certain areas. More could thus be done to help organizations and 
managers turn survey results into management improvements.

External Accountability: Information Made Available to the Public

All countries make country-level reports or statistics publicly available. Australia and Canada provide 
dashboards to enable the public to explore data. Colombia and the United Kingdom provide statistical 
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summaries, which might not be easily accessible for audiences unfamiliar with statistics. The British 
dashboard is not available to the public. Data for Colombia and the United Kingdom can be accessed 
in an aggregated format by agency on a government website and downloaded as Excel files. Australia, 
Ireland, and the United States also publish written reports with overall findings. In Australia,  Canada, 
the United Kingdom, and the United States, the availability of publicly available written reports of 
individual agencies depends on the participating agencies’ willingness to publish them. Ireland does not 
publish  organization-level reports (Australian Public Service Commission 2021b; Cabinet Office 2021; 
 Government of Canada 2020a; OPM 2020).

In terms of transparency to the public, Australia, Colombia, and the United States publish 
 individual-level microdata to enable researchers and other interested users to explore the data. Canada 
and Ireland provide these data to researchers upon request (and with certain requirements).

Australia and the United Kingdom provide statistics aggregated at the response and agency 
 levels that can be downloaded, and Ireland provides summary statistics in report form that can be 
publicly accessed.

Only in the United States is public information from the employee survey drawn on by external 
actors. In the United States this is the Partnership for Public Service, which compiles the Best Places to 
Work in the Federal Government rankings of public sector organizations as a means to generate further 
external accountability and motivation for improvement in survey scores for public sector organizations 
(figure 25.11).

FIGURE 25.10 Australian Public Service Commission Action Plan Template
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In short, there remain significant opportunities for greater transparency and external accountability for 
public servant survey results, particularly at the organizational level, in many governments—for instance, 
by replicating “best place to work” rankings and presenting survey results at the national and organizational 
levels to stakeholders in a more accessible way.

Internal Accountability for Using Survey Results

Internal accountability can be top-down (through central oversight) or bottom-up (by employees). Among 
the countries studied, Ireland has the most-established formal top-down accountability mechanism: it 
obliges all government departments to map actions taken in response to survey outcomes. After each survey, 
departments are asked to produce an action plan detailing how they will respond to challenging results 
within their organizations. The report is organized by thematic area, requiring organizations to state the 
issue, state the statistic underlying the problem identified, list agreed-upon actions, and list the processes put 
in place to address them.

A quarterly update is prepared by the Civil Service Renewal Programme Management Office and then 
relayed to the Civil Service Management Board. An “at a glance” dashboard allows each head of office or 
secretary general to chart the progress of his or her organization. An interdepartmental working group 
provides officials with a forum to share experiences and best practices regarding survey management, 
driving strong response rates, and responding to their organizational results. In nonsurvey years, the group 
meets on a quarterly basis to share feedback on responding to departmental results. In survey years, the 
group meets on a more frequent basis to ensure milestones and targets are met in the run-up to the launch of 
the survey. Figure 25.12 visualizes the “at a glance” dashboard, which tracks actions taken by departments in 
response to survey results.

Canada, in turn, leverages the MAF to assess the progress made by an organization in its management 
practices (in seven areas identified by the survey). The MAF involves three key stakeholders (deputy heads of 
organizations, the HR community, and the Treasury Board of Canada Secretariat) and enables the Treasury 
Board to “monitor trends and identify gaps in policy compliance across departments,” among other things, 
such as including accountability for improvement in poorly performing indicators.

In the United States, survey results are included in the PMA, and agencies are held accountable for action 
toward organizational change, including employee engagement and related issues, such as diversity, equity, 
inclusion, and accessibility (see, for example, Donovan et al. 2014). Other governments lack a similarly insti-
tutionalized reporting and accountability mechanism for actions taken.5

FIGURE 25.11 Best Places to Work in the US Federal Government, 2022 Rankings

Source: Partnership for Public Service 2023 (screenshot, https://bestplacestowork .org/rankings/?view=overall&size=large&category=leadership&) .

https://bestplacestowork.org/rankings/?view=overall&size=large&category=leadership&�
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In terms of bottom-up accountability, in Ireland, Canada, and the United States, questionnaires are 
typically shared with key employee representative groups and unions before the launch of a survey. For 
instance, in Canada, extensive consultative engagements with key stakeholders—such as participating 
departments and agencies and unions—inform questionnaire development, and stakeholders are kept 
apprised of progress before the survey launch. The United Kingdom and the United States also measure in 
their surveys whether public servants perceive that their organizations are taking action to address survey 
results, thus making transparent whether organizations are—in the perception of their staff—acting on the 
results (and facilitating accountability where staff members do not perceive that their organization is taking 
effective action). For instance, the US survey inquires whether respondents “believe the results of this survey 
will be used to make [their] agency a better place to work” (OPM 2021). In short, there remains leeway to 
strengthen both bottom-up and top-down accountability mechanisms across countries.

DISCUSSION AND CONCLUSION

This chapter has developed a self-assessment framework to enable governments to identify which addi-
tional uses of public servant survey results they could contemplate to maximize the impact on civil service 
management. It then benchmarked six governments against the self-assessment framework to showcase 

FIGURE 25.12 “At a Glance” Dashboard, Government of Ireland
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the use of the framework, provide further qualitative detail on each of the potential uses of public servant 
surveys, and provide a state of play for how governments are currently using (or not using) results from 
public servant surveys.

Our case selection focused on countries with regular governmentwide employee surveys—which, as of 
now, tend to be Organisation for Economic Co-operation and Development (OECD) member governments. 
Our findings about the prevalence of different practices should be interpreted accordingly. Non-OECD 
governments implement governmentwide employee surveys less frequently, though many of the practices we 
identify in the chapter would certainly be attainable and low in cost for them as well (for example, publishing 
anonymized microdata from survey results in an Excel file).

The case comparison has shown that all countries we surveyed provided country-level results—including 
for public consumption—and, for the most part, results to participating agencies.

Reports that provide information on a subagency (that is, a unit or division) level are less common, as 
are dashboards that allow government organizations and units to explore and filter the data in the way most 
relevant to them.

Most reports also remain descriptive. Strategic advice and consulting services are typically not included 
as part of the mission of survey administration teams, nor are automated recommendations tying survey 
results to specific management actions. However, as some countries (Australia and Ireland) have acknowl-
edged, the demand for bespoke results and advice has increased, and some countries have at least provided 
action plan templates for organizations to take action.

Countries also differ in the extent of their external and internal accountability mechanisms. Publication 
of organization-level results is voluntary and selective in most countries, and some do not publish them at 
all. Three countries (Australia, Colombia, and the United States) publish anonymized individual-level micro-
data (with Ireland and Canada making the data available upon request). Internal oversight and accountabil-
ity for taking actions based on results are only formally institutionalized in a dashboard system in Canada’s 
MAF, Ireland, and the United States’ PMA, while the United Kingdom and the United States track the extent 
to which employees believe effective survey action has been taken.

In conjunction, our results suggest that many governments could, at very low cost, significantly 
enhance the benefits they derive from public servant surveys for civil service management improvements, 
including by

 ● Ensuring that results are disaggregated and disseminated to suborganizational hierarchical levels 
(for example, divisions and units);

 ● Creating simple dashboards to allow users at different levels of government—and the public, for national 
and organization-level results—to explore and filter the data according to their needs;

 ● Coding management reports (or dashboard front pages) such that the key strengths and areas for 
development of a particular organization or unit are easily identifiable;

 ● Including action plan methodologies and automated recommendations to users—such as the managers 
of units or organizations—about how to best address survey findings (automated recommendations 
can, for instance, contain training offerings tied to specific survey results or management “checklists” 
for managers with certain survey results);

 ● Strengthening accountability for results (for instance, through central oversight of actions taken in 
response to survey findings by government organizations and units, by enabling third parties—or the 
government itself—to construct “best place to work” league tables of government organizations, and by 
capturing employee perceptions of the extent to which government organizations take action in response 
to survey findings);

 ● Publishing anonymized microdata to encourage research and insight creation by third parties; and

 ● Standardizing questions to increase comparability with other countries or industry surveys to create 
better benchmarks of national scores (for example, through the GSPS).
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Where further resources are available, governments may also

 ● Complement agency-level reports with bespoke presentations and consultancy services to agencies to 
help them improve in response to survey findings,

 ● Provide insight reports centered around key strategic topics to move the dial on key HR topics with 
survey results, and

 ● Integrate staff surveys with other workforce data to generate more holistic HR dashboards and reports on 
the public service as a whole, as well as particular strategic themes.

NOTES

1. By surveys of public servants, we refer to surveys of employees of government organizations. The coverage of these surveys 
extends, variously across countries, to the civil service, the public service as a whole—including organizations outside the 
civil service—or a combination of the two.

2. As with the publication of (anonymized) survey microdata, care needs to be taken to protect the anonymity of survey 
respondents when disaggregating data to units—for instance, by not reporting unit- or group-level averages with fewer 
than 10 respondents (cf. OPM 2021).

3. Providing transparency to citizens about the operations of government—including by publishing public servant survey 
results—is, of course, also an important part of democratic accountability more broadly.

4. The template can be accessed at https://www.apsc.gov.au/initiatives-and-programs/workforce-information/aps 
- employee-census-2020.

5. In Australia, each organization also has a “champion” who fosters survey participation and the use of results from 
the survey.
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SUMMARY

Generating coherent public employee survey data is only the first step in using staff surveys to stimulate 
public service reform . The experiences of agencies of the United States federal government in using the 
Office of Personnel Management (OPM) Federal Employee Viewpoint Survey (FEVS) provide lessons in 
the translation of survey results to improvements in specific public agencies and public administration 
in general . Architecture at the agency level that supports this translation process is critical and typically 
includes a technical expert capable of interpreting survey data, a strong relationship between this expert 
and a senior manager, and the development of a culture or reputation for survey-informed agency 
change and development initiatives . This chapter outlines the way that the FEVS, its enabling institu-
tional environment, and corresponding cultural practices have been developed to act as the basis for 
public sector action .

Camille Hoover is an executive officer and Robin Klevins is a senior management analyst at the National Institute of Diabetes and 
Digestive and Kidney Diseases, National Institutes of Health. Rosemary Miller is a psychologist and Maria Raviele is a program 
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CHAPTER 26

Using Survey Findings for 
Public Action
The Experience of the US Federal 
Government

Camille Hoover, Robin Klevins, Rosemary Miller, Maria Raviele, 
Daniel Rogger, Robert Seidner, and Kimberly Wells

ANALYTICS IN PRACTICE

 ● Generating coherent survey data that describe the state of the public administration is a vital foundation 
for inspiring effective reform of the public service. But it is only the first step. Complementary efforts to 
stimulate the use of that survey data are vital for achieving corresponding change.
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 ● Survey questions should aim at action from the beginning by asking about topics that staff and senior 
leaders find most challenging to the achievement of their mission. Designing questions with the chain of 
policy influence and action in mind prevents the survey process from being weakened at inception by a 
poor focus on what is important to public sector stakeholders.

 ● Public action from surveys of public employees requires at least one technical expert capable of analyzing 
and interpreting survey results and translating them into a clear action plan for the improvement of a 
specific unit or organization. This may simply entail using the survey as a launchpad to learn more about 
the issue from people in the organization. At the scale of many public sector organizations, this survey 
analyst should be embedded within the individual organization. This will provide them with sufficient 
time and focus to promote, digest, and translate survey findings as a core component of their work 
program. Given that many of the improvements in public sector organizations have capable personnel 
driving them, providing an official with the time required to anchor relevant discussions with colleagues 
is a necessary component of reform.

 ● Rich survey data and technical expertise to digest their implications are insufficient for public action. 
Any survey analyst or team must have a strong relationship with a senior manager who sees the value of 
the survey data for agency reform. Such a manager acts as a bridge between the technical translation of 
the survey into a form usable by an organization and the strategic processes required to build momen-
tum for change. Rich survey data can generate political will by identifying or making salient significant 
inequities, opportunities for improved performance, or problematic parts of the agency. However, the 
case study outlined in this chapter, concerning the United States federal government, implies that a 
senior manager must champion change for substantial public action to occur. While the skills of the 
technical expert are important, the accountability and responsibility for developing a sustainable action 
plan rest on supervisors and leaders.

 ● For reform to be sustained, the technical staff and the leaders who are the “change champions” must 
inculcate and manage a culture of using survey data for public service reform. The easiest way to do this 
is to rapidly respond to issues identified by surveys, with leaders transparently sharing survey results 
with the workforce and emphasizing the results they deem most important. Leaders should then show 
staff how they are further exploring the results and creating initiatives that speak directly to the findings. 
Visible leadership responses to survey results will generate broader buy-in from agency staff, which 
will strengthen the credibility of the survey process and catalyze the impact of managerial responses. 
Changes in public administration typically require a coproduction approach, with both managers and 
staff moving toward improvements. For example, if staff feel that their capacity to perform is not being 
sufficiently developed, management must make opportunities for capacity development available and 
feasible to take up, while staff must take those opportunities and put in the effort required for learning.

 ● A centralized, governmentwide office in charge of survey design and implementation is useful for several 
reasons. First, there are important methodological decisions that affect all survey users equally but are 
costly to negotiate. A centralized team can ensure that surveys are effectively implemented and respond 
to changing service requirements, relieving frequently overburdened agency analytics teams. Second, 
ensuring a common platform for comparison catalyzes the usefulness of an agency survey by allowing 
for cross-agency benchmarking. Interagency comparisons rely upon a set of common measures, with 
data collected using consistent methodologies and under the same conditions and timeframe. Third, 
such an office can make choices that serve the public service as a whole, independent of any individual 
agency manager. For example, publishing data on all units, rather than selectively sharing results, ensures 
a more accurate representation of reality.

 ● When this central office does not have the capacity to address the demands of all managers in the public 
service, the case of the US federal government indicates that complementary efforts from individual 
officers strengthen the possibility that surveys incite public action. For example, the National Institutes of 
Health (NIH) Employee Viewpoint Survey Analysis and Results Tool (EVS ART) has facilitated granular 
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analytics of the Office of Personnel Management (OPM) Federal Employee Viewpoint Survey (FEVS), 
allowing managers across the public service to better understand the implications of the survey for 
their work.

INTRODUCTION

Generating coherent survey data that describe the state of public administration is a vital foundation for 
inspiring effective reform of the public service. One of the best-known influential surveys of public offi-
cials is the Federal Employee Viewpoint Survey (FEVS), which is administered by the United States federal 
government’s Office of Personnel Management (OPM).1 The survey was first fielded in 2002 and has been 
repeated annually since 2011, generating a panel of agency- and unit-level variables including measures of 
employee engagement, satisfaction, welfare, cooperation, development, leadership, and performance man-
agement. Technically an organizational climate survey, it functions to “assess how employees jointly expe-
rience the policies, practices, and procedures characteristic of their agency and its leadership” (OPM 2022). 
FEVS data are made available to managers of units, and an aggregated and anonymized version of the data is 
made public.2

The continuous, comparable, and public nature of the FEVS data has been a boon to the United States 
government analysts and researchers alike. As Janelle Callahan (2015, 399) states, “Ten years ago, few in gov-
ernment were talking about what federal employees thought or how the survey information could be used to 
improve employee satisfaction and commitment, and the performance of federal agencies.” Various qualities 
of the FEVS have made it influential in debates within the federal government, Congress, and society more 
broadly. The Government Accountability Office (GAO) frequently uses FEVS data in its assessments of fed-
eral agencies.3 Similarly, the Partnership for Public Service, a nonprofit organization focused on strengthen-
ing the US civil service, uses the FEVS to publish its Best Places to Work in the Federal Government index.4 
This index frequently stimulates substantial debate on the public service labor market and its relationship to 
analogous private sector jobs (see, for example, Brust 2021; Mullins 2021).5

The core purpose of the FEVS is to provide public sector managers with direct but anonymized feedback 
from employees on the “state” of their work units. This may be at the agency level or in teams as small as 10 
people (it is FEVS policy not to release data on any subagency work units with fewer than 10 respondents 
in order to protect the identity of individuals). It provides managers with a snapshot of current strengths, 
opportunities for improvement, and challenges for the organizations they manage, as well as how these 
have changed since the last survey. As Thevee Gray of the US Department of Agriculture (USDA) stated in 
an interview for this chapter, “OPM FEVS has been a great tool to ensure everyone has the same collective 
information on what is happening in our agency—a great starting point.” The ability for staff to provide 
management with anonymous feedback about their current experience concerning their work, work envi-
ronment, management, and leadership ensures a minimum floor of feedback across the federal government. 
While agencies have their own surveying efforts, the FEVS provides a consistent platform for comparison 
across time and agencies. In a setting like the public service, where benchmarks of the work environment in 
other offices provide a crucial complement to more objective but coarse measures, this is a powerful feature 
of the survey.

The FEVS team provides agency managers with summary results of FEVS data for their units, with 
some breakdown by demographics, and FEVS individual-level data are released publicly (though fully 
anonymized).6 It does not typically provide custom analysis to individual managers. This is a product of 
the mismatch in the scale of the federal government and the size of the FEVS team—there is simply not 
enough capacity to provide full-service analytics on demand. This leaves most managers with rich but 
unstructured survey data to explore. Initiatives such as the National Institutes of Health (NIH) Employee 
Viewpoint Survey Analysis and Results Tool (EVS ART) have sprung up to support managers in analyzing 
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the data of particular interest to them. However, generating work-unit-focused or topic-specific knowl-
edge from the FEVS requires an effort to engage with the data themselves, which may seem costly or to be 
a low priority.

Such data releases provide a platform for public service reform at all levels of government, helping man-
agers to better understand the reality of their management approaches and helping agency heads—who often 
have relatively short tenures heading large and disparate agencies—to identify priorities for the organization 
as a whole. Agency responses to the FEVS interact with external stakeholders in three ways. First, agencies 
can quickly identify their relative performance in personnel management, communicate with and learn from 
more successful agencies, and feel implicit pressure from their public standing. Second, the OPM, Congress, 
and the White House can do the same. The GAO explicitly uses the FEVS to make recommendations to 
Congress about how agencies should be reformed. In both cases, agency managers may feel there are career 
consequences related to improving their standing in the FEVS.7 Third, bodies outside the government can 
monitor the workings of the public service and make recommendations about how it should reform or pro-
vide inputs into the change and development process for individual agencies.

Simply producing rich survey data has rarely been sufficient to generate public sector action. Complementary 
efforts to stimulate the use of these data are vital for achieving corresponding change. This chapter argues that 
external factors and pressures play a secondary role compared to the internal architecture of an agency’s response 
to the FEVS. The experience of the FEVS in its two-decade-long history is that, though external and internal 
pressures are highly complementary, three pillars of response are critical for the FEVS to induce public action. 
First, public action requires a technical expert who is capable of analyzing and interpreting the FEVS data and who 
has sufficient time and focus to understand the implications of the FEVS for an agency and its work units. The 
approach of these individuals to promoting, digesting, and translating the FEVS for their agencies has varied, but 
in all cases, these individuals have been committed to the FEVS as a key tool of management and agency better-
ment. They can be seen as the spark of public action at the agency level.

Second, the survey analyst must have a strong relationship with a senior leader of the agency who sees 
the value of and endorses the use of FEVS feedback to inform agency-specific development at all levels of the 
organization. This is often a frontline senior leader or an executive within an organization below the agency 
level. Broad change can certainly be initiated at higher levels, but real change must happen on the front lines 
to create sustained culture change. This “change champion” acts as a bridge between the technical translation 
of the FEVS into a form usable by an agency and the strategic processes required to build momentum for 
change. The relationship between the survey analyst and the change champion can be seen as the positive 
friction that turns the spark into a flame for effective organizational development, change, and, ultimately, 
public sector reform.

However, without the broader buy-in of agency supervisors and staff working within a culture of respon-
siveness, such efforts are likely to be in vain. This buy-in begins at the initiation of the survey. If few staff 
respond to the FEVS, the data will not be seen as representative of broader staff concerns. Similarly, if staff do 
not believe that management will use their feedback to create change, they will not take the survey seriously. 
Thus, the credibility of FEVS data as a management tool requires a belief that they will indeed be used as a 
management tool. Once the data are published, agency change and development initiatives stemming from 
the FEVS currently require a coproduction approach, with both managers and staff moving toward improve-
ments. For example, if staff feel that their capacity to perform is not being sufficiently developed, manage-
ment must make opportunities for capacity development available and feasible to take up, and staff must take 
those opportunities and put in the effort required for learning. A culture of survey-informed action at the 
agency level is the tinder and kindling of public action.

Where these pillars of action have been in place, the FEVS has become a central pillar of personnel man-
agement in the US federal government. Callahan (2015, 399) provides the following example:

The Department of Commerce had [FEVS] subcomponents with the highest employee sat-
isfaction in government and the lowest in 2013, prompting leaders to ask what was going 
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on and to take action. The U.S. Patent and Trademark Office (USPTO) was the number 
one agency of 300 subcomponents regarding employee satisfaction and commitment, while 
the Economic Development Administration (EDA), also in Commerce, ranked last. EDA 
officials said they began consulting with the USPTO and other organizations to gather best 
practices and work on improving employee satisfaction. In 2014, EDA was the most im-
proved subcomponent, raising its satisfaction score by 11.8 points. 

This chapter aims to describe the enabling environments within the US federal government that have 
been most prevalent in the translation of FEVS results into changes to the way public administration 
functions. It begins with a discussion of the key uses of public employee surveys through the lens of the use 
of the FEVS and then presents an overview of experiences using FEVS data and results for public action 
that stresses the three features of agency environments outlined above that have led to policy changes and 
improvements in government administration. The arguments presented here are based on the experiences 
of the authors—many of whom have played a key role in the development of the FEVS or its translation 
and use at the agency level over the past decade—and interviews with key stakeholders from across the 
US federal government.

THE USES OF SURVEYS OF PUBLIC OFFICIALS

Most surveys of public sector employees intend to improve the quality of the environment in which they 
work and the processes that they undertake. In turn, work environment or process improvements are 
intended to improve the actions of the public sector toward the better delivery of public services. While some 
surveys target aspects of public administration that have direct impacts on service delivery, their intention is 
frequently the improvement of the administrative environment itself.

As such, survey content typically focuses on aspects of the administration that are widely regarded as 
meaningful for the quality of the work environment or administrative processes. The features of the work 
environment a survey assesses will directly determine the potential uses of its results. To have the best chance 
of informing or inducing reform of the public service, surveys should be designed with a theory of policy 
influence in mind.8

One use of survey results is as a centralized monitoring tool. A centralized personnel management 
agency may want to track the motivation of employees across the public service to ensure they are being 
effectively managed by senior leadership. The FEVS was initially implemented after an act of Congress 
required each agency to survey its employees annually.9 The act required the collection of perceptions of 
leadership practices contributing to agency performance, employee satisfaction with policies and practices, 
work environment, rewards and recognition, professional development and growth opportunities, and orga-
nizational mission supports. The required content is included in the FEVS, so agency participation in the 
survey satisfies their statutory requirements. Incentivizing agency participation in a governmentwide survey 
also provides leadership with data for shaping policies intended to support federal employees.

The content of such centralized, standardized monitoring surveys will necessarily focus on aspects of 
administration that are said to be of importance to the quality of the work environment generally. Agencies 
and units can then be assessed against each other for comparison across the public service. Centralized 
stakeholders, including oversight entities, such as Congress, can use relative performance on survey mea-
sures to identify the worst-performing agencies in a particular area or to identify areas of strength and needs 
for improvement for individual—or even all—agencies.

For example, after a series of reports and internal surveys identified systemic problems in several 
national parks in 2016, congressional hearings were held on misconduct and mismanagement in the public 
service.10 The agency responded with a range of reforms, including complementing the FEVS with a series of 
new pulse surveys.11 The Department of the Interior now uses agency-specific items on the FEVS to monitor 
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agency reforms related to anti-harassment training and employees’ knowledge of their rights and resources 
related to harassment.

Second, surveys of public officials can be used as a tool for agency personnel management. Without 
having to rely on centralized intervention or coordination, agency or unit managers can undertake their own 
assessments of their agencies’ work environments. If a survey intends to improve agency management, it will 
naturally focus on elements of the work environment most relevant to its mission. Some of these elements 
will overlap with the wider service, but others will deviate. Here lies a key tension of centralized surveys of 
public employees—between the need for comparability and central control over the focus of the question-
naire, on the one hand, and the contemporary requirements of specific agencies, on the other.12

Comparability allows managers to use common benchmarks to better understand where they are 
performing well or poorly. But if comparability is focused on measures that are not relevant to their current 
concerns, the value of centralized surveys falls. Within the framework of a standardized survey, the FEVS has 
looked to counter this by providing agency managers with tailored insights, as resource constraints allow. In 
2012, as the utility of providing agencies and units with survey results directly became clear, a series of initia-
tives were undertaken by the OPM to provide work-unit-level data. The OPM intended to empower agency 
heads and managers to capitalize on it as a tool for the agency. As the OPM (2012) stated,

Working with the information from the survey, … an agency can make a thorough as-
sessment of its own progress in its strategic goals and develop a plan of action for further 
improvement. The OPM FEVS findings allow agencies to assess progress by comparing 
earlier results with [contemporary] results, to compare agency results with the Govern-
mentwide results, to identify current strengths and challenges, and to focus on short-term 
and longer-term action targets that will help agencies reach their strategic human capital 
management goals. 

Third, data from public employee surveys can be used as a tool for ensuring the accountability of the gov-
ernment to citizens. In this case, citizens may be less interested in how satisfied or motivated public employ-
ees are but more interested in whether they are undertaking their jobs effectively and ensuring the judicious 
and efficient use of public funds. This implies a third realm of focus for public action to which survey 
questions may be targeted. Since 2012, the OPM has released anonymized data at the individual level. This 
has allowed analysts, researchers, the media, and the public to explore the world of the federal government in 
an unprecedented way.

Figure 26.1 summarizes the use of the FEVS across these three realms over time. The FEVS has at once 
been an oversight tool for Congress, a key resource for the GAO’s large-scale evaluations of government, a 
means by which the Office of Management and Budget (OMB) can support broad agency functioning, and 
a rich resource for agencies to use as a core management tool. Each of these drivers of public action has 
matured and evolved toward an increasingly valuable architecture for the FEVS to impact government func-
tions. These uses of the FEVS have co-evolved, and agency-level responses to the FEVS have been a critical 
complement to governmentwide policy and program assessments.13

The unifying theme of interest across varying federal government stakeholders is organizational effec-
tiveness and performance. In particular, officials must make informed decisions or recommendations, 
interact with other members of the public service, and effectively deliver their mission to other members of 
government or the public. Succeeding at these tasks requires sufficient performance. The FEVS is designed 
as an organizational climate survey—a type of employee survey typically utilized to support organizational 
change and development initiatives.14 Climate surveys collect employees’ perceptions of management poli-
cies and practices, perceptions shown over decades of research to relate to performance. Moreover, employee 
input on policy enactment provides valuable data for assessing the function of those policies and ensuing 
practices, serving to guide effective change.

The FEVS contains several variables shown by research to relate to performance. Following an extensive 
body of research demonstrating the importance of employee engagement to performance, in 2010, the FEVS 
team introduced an employee engagement index (EEI) (see figure 26.1) that brought together those survey 
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questions related to different aspects of employee engagement. The EEI was subsequently featured in the 
President’s Management Agenda (PMA) and, accordingly, became a focus for agency change and develop-
ment initiatives and a central part of the FEVS team’s reporting and dissemination efforts.

Importantly, the FEVS EEI measures conditions that can lead to the state of engagement. The 15 EEI 
questions do not directly measure employees’ feelings of engagement but rather assess conditions conducive 
to engagement (for example, effective leadership, meaningful work, and learning and growth opportunities), 
in keeping with the frame appropriate to an organizational climate survey. Understanding the engagement 
potential of federal workplaces along the factors of the measure enables one to identify leverage points for 
developing and sustaining work conditions capable of supporting employee engagement and, consequently, 
performance. These work conditions can be targeted for reform and provide policy-relevant variables for 
data collection. With a common measure, offices undertaking centralized monitoring can search for service-
wide engagement trends and for work units that are falling behind others in terms of engagement. Agency 
managers can work to resolve issues with work conditions flagged by surveys, and stakeholders outside of 
government can monitor the health of their public service through the engagement of public employees.

The legislative foundation of the FEVS questions has limited change in the survey’s content over time, 
although as figure 26.1 points out, changes have been made. Recently, the regulation governing content has 
been revised, with the number of required questions being reduced from 45 to 16. With this change, an FEVS 
modernization initiative has resulted in the addition of new content meant to respond to federal government 
priorities (for example, Executive Order 14035: Diversity, Equity, Inclusion, and Accessibility in the Federal 
Workplace) and advances in contemporary management theory and research (for example, innovation and 
organizational resilience).

FIGURE 26.1 Timeline of the Evolution of the Federal Employee Viewpoint Survey

FEVS

Context

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

G. W. Bush administration

2003: Measurement model for 
Best Places to Work rankings 
created by CFI Group.

Obama administration Trump administration

2020: Addition of new section to 
respond to COVID-19 pandemic.

2011 Onward: annual 
FEVS undertaken.

2012: Addition of work-life policy and program assessment
items; LGBT, disability and veteran’s status demographic items.

2010: OPM creates an employee 
engagement index to guide
agency actions toward
development of workplace 
conditions capable of supporting
engagement in the workforce.

2004: NDAA requires agencies
to conduct an employee survey 
on an annual basis, with OPM 
given the authority to define 
items and other survey
parameters in regulation 250.

2002: First FEVS. Original core
content includes items to assess
merit sta�ng principles and 
performance management, both of 
which are important human capital 
policy and programming.

Source: Original figure for this publication . 
Note: CFI = Claes Fornell International; FEVS = Federal Employee Viewpoint Survey; LGBT = lesbian, gay, bisexual, and transgender; NDAA = National Defense 
Authorization Act; OPM = Office of Personnel Management .
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A major goal for the entire FEVS program is to respond to evolving conditions and priorities. When the 
public service as a whole faced a significant new challenge, the FEVS responded rapidly. An entirely new and 
substantial section was added to the survey—for the first time since the development of the FEVS nearly two 
decades ago—due to the COVID-19 pandemic. Given the nature of the FEVS, OPM leadership felt such an 
addition would be particularly appropriate to understanding the implications of changes made to govern-
mentwide and agency management practices and policies addressing pandemic challenges. The addition of 
items to assess responses to the pandemic has given the survey another layer of utility, with results critical to 
determine responses to future emergencies and inform ongoing discussions about the future of work.

THE IMPORTANCE OF THE INSTITUTIONAL ENVIRONMENT

FEVS data have provided a window into the public administration of the US federal government. In contrast 
to many stereotypes of a monolithic bureaucracy, the experience of working in government is hugely diverse. 
Figure 26.2 presents the EEI across agencies (the solid squares) for 2018. As can be seen, there are substantial 
differences in how employees across the government perceive the engagement potential of their agencies. 
This point is amplified by looking at work units within agencies. Stacked vertically around each agency mean 
are the scores of the departments/work units (level 1) within that agency. In many agencies, we see that EEI 
scores can range as widely as they do across the public service as a whole.

Variation across and within agencies is a core reason why the institutional environment of an agency or 
department is so critical in generating public sector reform. The problems facing individual organizations 
will differ, requiring an organization- or work-unit-specific response that can only be generated if that orga-
nization has the right architecture in place to identify problems and build momentum for solutions. The fact 
that such variation is found in teams with similar budgets, jobs, senior leadership, and history indicates that 
differences in employee engagement are likely to have unique causes that require specific attention within 
the organization.

FIGURE 26.2 Variation across and within Agencies in the Employee Engagement 
Index
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Variation is also at the core of why survey data are so powerful. Rather than making policies based on the 
general experience of government (perhaps best represented in figure 26.2 by the governmentwide mean), 
policies can be targeted at those agencies and departments that are most in need. And lessons can be learned 
from those that are most successful. Thus, the FEVS aims to improve the quality of the management and 
work environment across agencies and departments by collecting individual employees’ perceptions and 
experiences of their workplaces.

After 20 years of evolution, the FEVS is now built on an increasingly rich institutional scaffold that 
encompasses statutory requirements for surveying, reporting tools, and centralized initiatives that focus on 
the weakest performers, as defined by FEVS-based indexes. In many agencies, there are complementary scaf-
folds that support agency responses to FEVS results, either in reaction to centralized monitoring or as part of 
an agency-based reform initiative.

The evolutionary process that has occurred in the US federal government has guided agencies toward 
a structure with a series of key features. Figure 26.3 articulates these features as follows. The first column 
shows how raw FEVS results require a bridge into the agency where they are translated and their ramifi-
cations understood. Given the number of work units in most agencies and the number of questions in the 
FEVS, the potential complexity of reporting is substantial. Some topics must be made salient, requiring the 
survey analyst within the agency to appreciate where there is scope for reform and how the survey results 
might interact with those issues.

That iterative process of mapping results to areas of agency work is not done by the survey analyst alone 
but happens in collaboration with a senior “change champion.” In the second column of figure 26.3, we see 
how the interaction between power and expertise within the agency generates the momentum for change, or 
at least signals it to the wider agency. In the third stage, proposed reforms must be implemented either at a 
macro level, across the public service or agency, or at a micro level, by a manager for, perhaps, a single work 
unit. For many reforms of the public service, a quorum of agency staff must accept the change and invest 
effort to shift to the new way of working. Together, these columns make up the architecture for impact on 
public processes, the quality of the work environment, and, eventually, the quality of services delivered.

This static exposition ignores the dynamic nature of these elements. As agency officials observe reactions 
to the FEVS survey results, the survey itself gains credibility, leading to greater participation in the survey. 

FIGURE 26.3 The Architecture of Policy Action for the Federal Employee Viewpoint Survey
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Greater participation, in turn, makes results more representative of the underlying issues, which, in turn, 
leads to more relevant reform approaches, increasing the credibility of the wider process. In this way, a vir-
tuous circle can be formed. As Tracey Hilliard of the US Department of Health and Human Services (HHS) 
stated in an interview for this chapter, “Once everyone responds, more managers get [results specific to their 
work unit], and this ensures problems are less likely to be hidden in averages—a manager can tell what their 
particular issues are.”

These elements are all necessary to an agency architecture for inducing public action from FEVS raw 
data. Once these structures are in place, managers receive feedback on their performance and know that 
senior management is knowledgeable about the areas in which they need to improve. This creates account-
ability, communication, and a shared understanding for change.

TRANSLATION OF SURVEY RESULTS THROUGH TECHNICAL EXPERTISE

The FEVS contains a substantial amount of information. For each respondent, there are roughly 
85  questions/items (depending on the specific survey, with length varying by year and the track respondents 
follow). These questions can be assessed by a wide range of groupings, compared to previous years’ trends, or 
benchmarked against the dynamics of similar variables and groups. Each of these cuts of data can be made 
for each work unit or aggregated to the departmental, agency, and service levels. For this reason, the poten-
tial complexity of analyzing the FEVS is significant.

Similarly, although FEVS results are presented to senior managers in a series of high-level reports, they 
are also released in a relatively unstructured form to ensure maximum flexibility for managers to analyze 
those issues most relevant to their teams. As noted above, trying to provide managers with flexibility is one 
way the FEVS tries to be useful to a diverse public administration. But this confronts managers—many of 
whom do not have any background in survey data analysis—with the demanding task of making sense of 
rich but complicated data. That task must fit into their wider work of managing a work unit and undertaking 
their own portfolio of activities. Frequently, this combination of complexity and constraint prevents manag-
ers from fully engaging with the FEVS data. As Stephen Pellegrino of the US Department of Energy stated in 
an interview for this chapter, “We get a lot of data from OPM, and managers are not going to tease out what 
is relevant to them.”

Having a colleague whose work program includes time to undertake analysis of the FEVS data and who 
can identify their relevance for a work unit overcomes the first bottleneck to using the survey to generate 
reform. Simply having someone who can “translate” the data into practical issues for specific managers 
ensures the data have meaning for all officials, irrespective of their previous training and inclinations. Mr. 
Pellegrino noted that he provides his colleagues with simplified answers to the questions they have about the 
FEVS and only delves into greater detail on methodology for those who request it. As he frames it, “When 
you get down to a granular level, the statistics don’t matter as much as the story.”

This is particularly true for more senior members of the administration. As Gonzalo Ferro of the US 
Securities and Exchange Commission (SEC) argued in an interview, “There is a need to help leaders under-
stand the OPM FEVS data for their organization.” For Mr. Ferro, this includes developing data visualizations 
(such as trend graphs and heat maps) that help managers make sense of the FEVS quickly and efficiently. 
“At the SEC,” Mr. Ferro reported, “we built a dashboard that makes all of our OPM FEVS data (from 2012 to 
present) accessible to all of our employees.”

Having a “technical expert” translate and report the results also consolidates the effort to engage with the 
FEVS at the agency. Potentially, this makes the analysis of the survey more efficient compared with having 
each manager do complementary work themselves. Such a survey analyst, aware of the priorities and issues 
of the organization they work for, may also be able to make salient results that speak to priorities. They can 
link the results to discussions throughout the organization.
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In an interview for this chapter, Thevee Gray of the USDA expressed, “For strategic and effective change 
to happen, it’s important to know how to bridge the gap between the current state and our desired vision. 
That’s when the survey data plays an important role. It’s vital to know how to interpret the information, 
understand the culture and speak to both the grassroots and upper management.” In her experience analyz-
ing FEVS data, while a survey expert is critical, so are the data. She continued,

My team and I leverage the FEVS data to help shine the light on issues within an organiza-
tion and help managers recognize the importance of understanding the collective feedback 
from their employees. We presented an activity with them where we wrote on a board what 
they believed they were doing well and then showed them the FEVS data. It was an “aha” 
moment for all of them. The challenges they identified were completely opposite from em-
ployees’ perspective. If we don’t have this data to help guide them, management would focus 
on completely different issues. They would not be able to effectively close the gaps, wonder 
why the challenges remain and the needle has not moved in a positive direction.

Additionally, survey results are vital because they provide statistically valid information 
about what employees think. However, I always share with leadership to probe for what lies 
behind the survey results. Because as you analyze the data, it doesn’t explain why employees 
respond to questions as they do, and the reasons will not always be clear. This is why, when 
assessing the state of organization, the survey data should be used in conjunction with other 
information. 

Ms. Gray worked for the USDA Farm Service Agency, and her work there provides an example of an 
agencywide initiative arising from the FEVS results. She used the FEVS analysis to identify staff recognition 
as an area of the work environment that was particularly challenging throughout the organization. Through 
a series of focus groups and managerial briefings, she and the wider agency came up with a system of cel-
ebratory coins themed with harvest-related features. Though the “USDA is not a coin culture—that comes 
from the military,” it worked effectively in giving managers a low-cost way to recognize excellence within 
their work units.

Similarly, Tracey Hilliard of HHS argued that it is important to have someone who can work with and 
interpret the FEVS data at the organizational level: “[The HHS Centers for Disease Control and Prevention] 
has 10,000 employees, so we created coordinators—two people in each organization that are a point of 
contact and can interpret the data. They came to meetings twice a month and helped get the data out to the 
managers to help translation.”

PARTNERSHIPS FOR POLICY ACTION

In most hierarchical organizations—which, arguably, most agencies of the US federal government are—
expertise in FEVS data analytics is not enough to generate change. To generate change, leaders must appre-
ciate the validity and importance of feedback and use this information to make informed strategic decisions, 
including providing the necessary resources to affect change. In all of the interviews undertaken for this 
chapter, and in the broader experience of the FEVS team, change has always required buy-in from senior 
management and the supervisor of the organization. Without buy-in, power will be a bottleneck rather than 
an enabler. When discussing her experience of trying to generate responses to FEVS results, Thevee Gray 
argued that “the leadership buy-in was crucial to help shift the needle in a positive direction … Once you 
have their buy-in, that cascades through the organization.”

As Ms. Gray pointed out earlier, without the FEVS as a diagnostic tool, management might not tackle the 
right work environment issues. Thus, in figure 26.3, change arises from the interaction between the survey 
analyst and the senior manager rather than from the manager alone. Tracey Hilliard suggests, “The survey 
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didn’t change the organization; the leadership did, but they used the survey as their vehicle.” As reflected 
in many of our interviews, the FEVS data do indeed seem to provide managers with new insights into their 
strengths and weaknesses and the current environment of their work units. Though this was reported to 
be truer for less-experienced managers and those with some of the worst results, the FEVS was felt to be 
instructive in general. It is interesting to note that in figure 26.2, those agencies with higher overall engage-
ment scores are also those with the lowest variation in engagement across work units. This is consistent with 
the idea that agencies in which management has taken engagement seriously ensure that engagement is 
consistently addressed across the agency.

Once management begins to respond, the FEVS ensures a feedback loop is built into any reform pro-
gram so that management can continue to measure their success in making relevant changes in the years 
following reform efforts. Increasingly, over the past 20 years, the FEVS has become the federal government 
management’s tool for getting feedback on the current state of the administration, allowing those who are 
implementing reforms to course-correct their efforts. And as more senior managers understand the value of 
the FEVS as a management tool, the peer pressure on the wider cadre of management increases. The front-
line supervisor must also understand the value of the FEVS analysis and be the accountable party to take 
the necessary next steps for reform. Correspondingly, the demand for survey analysts who can support the 
increased demand for FEVS analytics also increases.

The FEVS enables the team of the survey analyst and the change champion to develop appropriate reforms 
beyond just ensuring reforms are informed by the survey. The relationship between the survey analyst and 
the senior manager ensures reforms are based on evidence, but conversely, the FEVS data and evidence make 
that relationship possible. Stephen Pellegrino points out that without the FEVS data, a survey analyst may not 
be able to have conversations about areas of weakness with staff and managers across the organization. He 
suggests that “it’s an easy way to start difficult discussions that are otherwise challenging to have—it’s the data.”

Once a formal position, team, or office is set up to process the FEVS data, it supports the further 
strengthening of the relationship with senior management. Like in any administration, having an office and 
personnel dedicated to a topic—in this case, the analysis of the FEVS—increases the salience and acceptabil-
ity of a message. Karlease Kelly, formerly of the USDA, has presented across the US public service about the 
idea that consistently reporting FEVS results to managers makes them increasingly likely to accept the results 
and associated recommendations. The architecture becomes strengthened over time as managers come to 
view the FEVS as a standard part of their management approach.

GENERATING A CULTURE OF CREDIBILITY AND RESPONSIVENESS

If the survey analyst provides the spark from the FEVS, and the relationship between the analyst and senior 
management is the positive friction that turns the spark into a flame for reform, there must be tinder and 
kindling for public action. Perhaps the key bottleneck to the use of results is the cultural resistance that agen-
cies can have toward capitalizing on diagnostic data, such as the FEVS. The agencies that have been the most 
successful in using the FEVS for policy action have been those that have created a culture of using the FEVS 
across the entire staff to complement the basic scaffolding outlined above.

Without the cooperation and effort of the wider body of staff at an agency, any public action is unlikely to 
succeed. Thus, staff must feel that their efforts—to fill in the survey or support a reform—will be rewarded in 
some way. This can include simply fulfilling a norm that they expect to fulfill and that they expect others will 
also conform to. A strong FEVS-based reform culture is one in which all staff members believe that it is the 
norm to fill in the FEVS, to expect that its results will be responded to by senior management, and to agree 
that whatever change comes should be adhered to by all staff.

In part, such a culture requires the process of reform to be inclusive. Where cultures of FEVS-based 
reform have been built, FEVS results and identified focus areas were shared with staff, who were invited to 
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talk about them openly and often in a variety of venues. These meetings were community focused, diverse, 
and respectful. The FEVS was not presented as a report card but as a platform for discussion about where 
to go next. Once challenges were identified and generally agreed upon, staff were involved in changes in a 
positive way, such as through professional development opportunities. Reform leadership opportunities 
were created for those with a passion for the subject matter at hand to help lead projects, initiatives, and 
trainings that had been identified as necessary. A culture of responsiveness to the FEVS has arisen, in 
part, from credibility built over time. Once the relevant survey analyst and both senior management and 
frontline supervisors articulated to staff the results and what actions would be taken in response, it often 
took time for staff to believe this would be a systematic approach. Staff belief in action sometimes took 
years to develop.

The National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK) provides an example of 
how an agency has transformed its work environment by focusing on building a culture of responsiveness to 
FEVS results. In 2015 and 2016, the NIDDK was scoring toward the middle of the distribution of agencies in 
its sector. Though it was not one of the overall laggards, its senior leadership wanted it to become a stronger 
and more effective agency. They focused on key themes coming out of the FEVS and created a campaign 
based around the motto “You speak, we listen, things happen.”

The NIDDK formulated an approach based on three principles: share FEVS results and analysis broadly 
and continuously throughout the year, meet with subgroups to better understand their perspectives and 
feedback, and undertake focus groups and listening sessions to continue the conversation on FEVS results. 
The FEVS was no longer viewed as a report card looking backward but, instead, as a launchpad for robust 
conversation moving forward. A clear outreach strategy was combined with regular reporting on how 
challenges were being targeted. Actions taken by the agency were communicated and tied back to the 
FEVS results and, more specifically, to “the voice of the people.” Thus, NIDDK staff were given clear  signals 
that senior managers had taken the FEVS seriously and were trying to improve the work environment 
in response.

Staff confidence in the efficacy of the FEVS as a management tool grew, and figure 26.4 illustrates the 
difference this approach made. The figure shows the NIDDK’s trajectory of positive responses to the FEVS 
item “I believe the results of this survey will be used to make my agency a better place to work.” In contrast 
to little change in the government as a whole, the NIDDK’s trajectory was substantially positive, changing 
over 20 percentage points between 2014 and 2019. This also equated to increased survey participation, which 
climbed from 37 percent in 2014 to 69 percent in 2019, providing even more data for decision-making. 
Comparator scores are provided for the NIH and for HHS as a whole.

The NIDDK’s increased positive scores related to poor performance are also remarkable and are related 
to putting both standards and accountabilities into place, in addition to several targeted interventions. Figure 
26.5 shows the NIDDK’s results for one of the lowest-scoring questions across the federal government: “In 
my work unit, steps are taken to deal with poor performers.” In 2015 and 2016, the NIDDK’s results were 
stagnant, like those of the government and the NIH as a whole. However, with the initiation of strategic 
initiatives and increased transparency through the launch of the “You speak, we listen, things happen” cam-
paign in 2017, the proportion of positive responses jumped and continued to climb in the following years, 
indicating an increase in employees’ positive perception of how their agency dealt with poor performers. 
The NIDDK, using an architecture representative of that outlined in figure 26.3, successfully transformed its 
staff ’s perception of accountability at the organization.

The strategic use of the FEVS has created a ripple effect throughout the institute. As of the 2020 FEVS 
cycle, the NIDDK’s cumulative scores in the areas of employee engagement, global satisfaction, and “leaders 
lead” were the highest across all 28 NIH institutes and centers, with positive percentage scores of 91 percent, 
88 percent, and 90 percent, respectively.

In some ways, the actions undertaken at the NIDDK increasingly echo across the federal government. 
Using the FEVS as a critical management tool is becoming the norm, and cultures like the NIDDK’s are 
being built more widely. This is partly because the culture of the entire public service is being changed by 
the FEVS. Once disaggregated FEVS results were shared publicly and members of the government and the 
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public were able to analyze the raw data by work unit, problem areas in the public service were increasingly 
difficult to hide within broader averages. This increased peer pressure on managers and changed the nature 
of recruitment because the quality of the workplace became more transparent. The FEVS data thus generated 
pressure from within and from outside organizations, making senior leaders more likely to pay attention to 
its findings.

In contrast to the “top-down” culture change process outlined so far, there are examples of “bottom-up” 
efforts to build responsiveness to FEVS results. Even when senior management fails to respond to the FEVS, 
public officials still want to use it as a tool to highlight problems in their organizations. These federal employ-
ees may have a passion for improving employee engagement for the benefit of staff and to better support 
their organizations’ missions, or they may want to improve their own work environments and see the FEVS 
as a tool to do so. In either case, the FEVS provides them with the ability to draw attention to needs, obtain 
buy-in for proposals, and measure the impact of the work being done.

A constraint to building a “bottom-up” culture for the use of the FEVS is the ability to communicate 
throughout an organization. There are often significant hurdles to frontline staff ’s agreeing on the key 
issues presented in the FEVS data and generating a strategy in response. One such issue is the diver-
sity of challenges faced within a single agency, as illustrated in figure 26.2. Thus, at least to date, much 
of the culture change around the use of the FEVS has arisen from the actions of survey analysts and 
senior management.

FIGURE 26.4  National Institute of Diabetes and Digestive and Kidney Diseases 
Staff Responses to Federal Employee Viewpoint Survey “Belief in Action” Question 
Compared to Organization-Level and Governmentwide Responses

Source: Screenshot of the National Institutes of Health’s FEVS dashboard . 
Note: EO = executive office; FEVS = Federal Employee Viewpoint Survey; HHS = Health and Human Services; NIDDK = National Institute of 
Diabetes and Digestive and Kidney Diseases; NIH = National Institutes of Health .
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THE FEVS IN A WIDER ORGANIZATIONAL AND SOCIETAL ENVIRONMENT

The evolution of the FEVS as a tool for public action at the agency level has interacted significantly with the 
wider organizational and societal environment of public service. Centralized initiatives have driven agencies 
to better understand and value the survey as a management tool. Grassroots initiatives have generated novel 
insights and created a community of users. And external actors have supported the development of reform 
initiatives by presenting the FEVS data through new lenses. This section paints a picture of some of the most 
influential aspects of the broader environment in which agencies have worked.

Influencing from the Center

Senior leaders are most likely to seek out the sorts of relationships with survey analysts that drive effec-
tive reform when they are told to do so from the president’s office. In 2014, the FEVS became a part of the 
PMA and was added to leadership performance plans. This grabbed the attention of any senior manager 
who had not yet taken their FEVS results seriously and gave the FEVS a stronger accountability role. 
The PMA also encouraged senior managers to learn from agencies that had been the most successful in 

FIGURE 26.5  National Institute of Diabetes and Digestive and Kidney Diseases 
Staff Responses to Federal Employee Viewpoint Survey “Accountability” Question 
Compared to Organization-Level and Governmentwide Responses

Source: Screenshot of the National Institutes of Health’s FEVS dashboard . 
Note: EO = executive office; FEVS = Federal Employee Viewpoint Survey; HHS = Health and Human Services; NIDDK = National Institute of 
Diabetes and Digestive and Kidney Diseases; NIH = National Institutes of Health .
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developing a quality work environment and personnel management. An initiative collected successful 
workforce practices from across the federal government and created a platform to share them broadly. As 
a result, federal leaders, supervisors, and human resources practitioners can now easily review, evaluate, 
and adopt—or adapt—these proven successful practices with minimal effort. Appendix M.1 provides 
screenshots from the website.15

In a similar vein, the OPM has tried to collate best practices from across the public service so that 
when agencies determine that they want to improve in a particular area, they have resources to turn to. 
Appendix M showcases a screenshot of the OPM’s “Successful Workforce Practices” webpage that links to 
the resources outlined in appendix M.2, as well as other resources. The intention is thus to provide learning 
resources as well as accountability.

Such initiatives clearly complement agency-specific efforts to respond to the FEVS results. By increas-
ing the salience of and incentives for responding to issues highlighted in the FEVS, the center makes senior 
officials more likely to set up an architecture like that outlined in figure 26.3. The learning resources provide 
a menu of options for responding to identified issues.

Much of this thinking was brought together by the “20-20-20 initiative.” The effort, a pillar of 
President Donald Trump’s first PMA, took aim at the lowest-performing work units in an agency. 
Trends had shown that while the entire government was improving, these units were falling even further 
behind. Notably, no one at the leadership level was responsible for focusing on these units. With the 
culture change now firmly in place, the goal was to improve the lowest 20 percent of an agency’s work 
units by 20 percent by 2020.

Influencing across Agencies

Centralized initiatives to share best practices suffer from many of the same issues as centralized surveys. 
Topics, best-practice methods, and recommendations are all chosen at the center. But cross-agency collab-
oration and learning in the face of FEVS results have only grown over the past two decades. This learning is 
related to the facilitation and analysis of the FEVS as well as potential practices that could be put in place to 
address challenges identified by the survey.

One example of how agencies have tried to support one another in analyzing and responding to 
FEVS data is the Employee Viewpoint Survey Analysis and Results Tool (EVS ART).16 In 2015, a small 
team at the NIH and the NIDDK worked to create a framework that would allow users to translate the 
enormous amount of survey data they received from the FEVS in a user-friendly and efficient manner. In 
many ways, it made the task of the first column of figure 26.3 easier by expanding the set of individuals 
who could undertake that role and potentially widening the number of managers able to analyze FEVS 
data themselves.

The resulting Excel-based tool, EVS ART, has provided officials across the government with a 
no-cost, practical, and easy-to-use resource that allows for the easy identification of focus areas with 
substantial time and cost savings. The team has gifted EVS ART governmentwide, with no usage or 
licensing fees, and has provided training and support for using it. This has helped to eliminate the dupli-
cation of effort because agencies and supervisors no longer need to conduct supplemental analysis. With 
a simple “copy and paste” motion, EVS ART takes employees’ FEVS feedback and—through a series of 
hidden pivot tables—translates it into the index measures supplied by the OPM (see screenshots of EVS 
ART in appendix M.3).

EVS ART contributed to solving two problems. First, it gave survey analysts and the wider community 
interested in analyzing FEVS data a handy tool for analysis. This reduced the time and cost required to pro-
duce disaggregated reports. Second, it showcased the use of the FEVS by other agencies, raising the survey’s 
profile as a management tool. EVS ART has been generally well received across the public service. As Tracey 
Hilliard states, “When EVS ART came out, that was wonderful.” It is an example of how grassroots action can 
complement agency efforts. However, EVS ART is only part of the wider architecture we have outlined, not a 
substitute for it.
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Influencing from beyond the Public Service

Finally, as hinted at above, external stakeholders have played a role in the development of the FEVS as a tool 
for public action. Simply by expecting the government to become more analytical, external stakeholders can 
put pressure on the government to use the FEVS as a tool. However, such an abstract approach is unlikely 
to gain traction. Instead, most external stakeholders have used the data to draw out interesting perspectives 
regarding public service that have influenced the debate inside the government about priorities for reform.

The most famous example of this approach is the Partnership for Public Service’s Best Places to Work 
in the Federal Government index. The index ranks government organizations based on FEVS data in terms 
of the quality of the experience of working for them. As an example of how influential the index was, the 
December 2015 edition of MyUSDA: A Progress Report for Employees on USDA’s Cultural Transformation was 
headlined “USDA Moves Up in Best Places to Work Ranking.”

The Best Places to Work index uses a simple idea to motivate agencies to improve their rankings. Agency 
staff may feel motivated by a desire for their agency to look better in the rankings or to improve the talent 
pool that seeks employment at the organization. The index brings what is a relatively dry personnel issue in 
the public sector into the public sphere. Thevee Gray feels that:

the Partnership for Public Service has assisted in gaining the necessary attention for the 
FEVS. Senior leadership desires for their agencies to be seen as one of the best places to 
work in the government. As such, it holds them accountable and increases their respon-
sibility to take the FEVS results seriously, knowing they will be published in an influential 
index and debated publicly. 

CONCLUSION

This chapter has argued for the potential power of surveys of public employees for driving public sector 
reform and improvement in the functioning of government. But it has cautioned that surveys must be 
embedded within a wider architecture of policy action for impacts to be realized. This architecture requires 
that a public sector organization have an official capable of translating survey results into actionable advice 
that a senior manager, working closely with that official, can use to build momentum for reform. And it 
requires responsiveness to survey results to build a culture that induces wider agency staff to contribute 
to reform.

Evidence for the arguments laid out in this chapter can be found in a 2014 joint memo from the 
Executive Office of the President and the OPM (Donovan et al. 2014). In many ways, its guidance closely 
tracks the arguments made here. After noticing that early adopters, like the Department of Transportation 
and the Federal Labor Relations Authority, demonstrated rapid improvement in their FEVS scores because 
of dedicated effort from their senior leaders, the OMB determined that the FEVS and employee engagement 
deserved elevation as a cross-agency priority goal in the PMA. A joint memorandum signed by OMB, OPM, 
and White House Presidential Personnel Office leadership with the subject line “Strengthening Employee 
Engagement and Organization Performance” laid out explicit mandates to agencies that echo the arguments 
of this paper.

Notably, each agency’s career and noncareer leadership needed to take responsibility for changing how 
they had previously responded or, more realistically, did not respond to employee feedback. For two years 
after 2014, agencies had senior accountable officials and full-time staff dedicated to analyzing results and 
 creating immediate action plans. The OMB included the results in the “FedStat” meetings held at senior 
levels as well as in reports to senior White House officials and directly to President Barack Obama.

The results from this effort were quickly apparent in the FEVS data themselves. Whereas the broad 
trend between 2012 and 2014 had been a declining number of positive responses to the FEVS questions, 
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the publication of the joint memo led to a positive trend in the majority of the FEVS questions in the 
following years (as shown in figure 26.6). This happened despite a change of administration, a government 
shutdown that lasted more than a month, below-market pay adjustments, and the start of the COVID-19 
pandemic. Thus, as the FEVS became embedded in a wider architecture for public action, it became a 
 stimulus for reform.

In many cases, where FEVS results were not translated into change in practice, it has been due to the 
lack of architecture at the agency level to support that translation process. Simply producing survey data, of 
however high a quality, is rarely enough to drive public action.

Despite the qualities of the FEVS and its related successes, there are legitimate criticisms of the relevance 
and scope of the FEVS survey questions. The FEVS focuses on drivers of staff engagement and thus has a 
limited scope in terms of topics. Similarly, given the complexity and breadth of work undertaken in the US 
federal government, it seems natural that a standardized survey would not be the most effective driver of 
change across all federal agencies all of the time. But the impacts it has inspired showcase the potential of 
employee surveys in inducing public action for better government.

NOTES

The authors are grateful to Corey Adams, Gonzalo Ferro, Thevee Gray, Tracy Hilliard, and Stephen Pellegrino for 
 discussions. Many of the authors have played a key role in the development of the Office of Personnel Management’s 
Federal Employee Viewpoint Survey or in its translation and use at the agency level over the past decade. The findings, 
interpretations, and conclusions expressed in this paper are entirely those of the authors. They do not necessarily represent 
the views of any of the US federal agencies with which several authors are affiliated, including the US Office of Personnel 
Management.

FIGURE 26.6 Trends in Negative and Positive Responses to Federal Employee 
Viewpoint Survey Questions, 2004–19

84

72

60

48

36

24

12

0

N
um

be
r o

f s
ur

ve
y 

qu
es

tio
ns

 (7
2)

2004

Using data to drive change: FEVS engagement example

2006 2008

O
M

B, O
PM

, PPO
 m

em
o

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Negative trend (↓ in positive responses)
Positive trend (↑ in positive responses)

Source: US Office of Personnel Management . 
Note: FEVS = Federal Employee Viewpoint Survey; OMB = Office of Management and Budget; OPM = Office of Personnel Management; 
PPO = Public Procurement Office .



CHAPTER 26: USING SURVEY FINDINGS FOR PUBLIC ACTION 591

 1. Discussion of aspects of the FEVS can be found in chapter 9,, case study 9.3 in chapter 9, and chapter 25. FEVS data are also 
used in chapters 19, 20, 21, and 22.

 2. For those interested in the specific details of the survey, the OPM releases technical reports each year to accompany 
the survey report and data. These are available on the OPM FEVS website at https://www.opm.gov/OPMFEVS 
/reports/technical-reports/. A special “research synthesis” in the Public Administration Review (Callahan 2015) articulated a 
series of academic perspectives on the strengths and weaknesses of the FEVS for public service reform and research.

 3. See, for example, GAO (2015), which focuses on drivers of engagement and implications for various agencies; GAO (2018), 
which focuses on the OPM’s delivery of information on performance management; and GAO (2021), which focuses on the 
US Department of Homeland Security.

 4. The current Best Places to Work index is available on the Partnership for Public Service’s website at https://
bestplacestowork.org/about/methodology/.

 5. The publication of the index by an external entity also allows for independent assessments of what drives improvements in 
the public service work environment, such as Partnership for Public Service and Deloitte (2013).

 6. The full set of reports published by OPM can be found in the “Data Reports” section under “Reports” on the OPM FEVS 
website at https://www.opm.gov/fevs/reports/data-reports. Releases are limited to groups of at least 10 officers to safeguard 
against the identification of respondents.

 7. The FEVS also provides the OPM itself with insights into weaknesses in the public service system as a whole that can be 
targeted without direct agency action. However, this chapter will focus on agency-level reform efforts in response to FEVS 
findings.

 8. There are many potential topics on which a survey could focus, including the physical environment, relationships between 
colleagues, the quality of management, the engagement of the survey respondent with his or her job, and the most signif-
icant challenges the respondent finds to undertaking their work effectively. Chapter 18 provides an overview of the topics 
the world’s major public servant surveys focus on.

 9. National Defense Authorization Act for Fiscal Year 2004, Public Law 108–136, Nov. 24, 2003, 117 STAT. 1641.
10. Examining Misconduct and Mismanagement at the National Park Service: Hearing before the Committee on Oversight and 

Government Reform, House of Representatives, 114th Cong. (2016). https://www.congress.gov/event/114th-congress/house 
-event/LC51983/text?s=1&r=100.

11. In a statement in response to the findings of the hearings, Deputy Director of the National Parks Service Michael Reynolds 
made reference to actions the agency took to try to improve working conditions for park staff (Reynolds 2016). A webpage 
outlining the response to the harassment issues can be found on the National Park Service website at https://www.nps 
.gov/aboutus/transparency-accountability.htm.

12. An alternative perspective is that centralized surveying generates greater awareness and appetite for surveys of public 
servants, thus increasing the likelihood of complementary efforts by managers. Frequently, the FEVS has inspired follow-up 
surveys by agencies seeking to better understand an area in which they are performing relatively poorly. And the structured 
survey approach of the FEVS can be complemented by deeper-dive focus groups and listening sessions, which can more 
deeply explore red flags relevant to a particular agency.

13. The FEVS has gradually changed its content over time to meet the evolving demands of officials using it for policy 
assessment and organization development initiatives. As outlined in figure 26.1, in 2012, a series of items were added to the 
FEVS to improve how well it could inform OPM policy evaluations, reports to Congress, and oversight functions, as well 
as workforce development initiatives within agencies. In 2020, items were added to support policy assessments, including 
military spouse items and new leave policies for COVID-19 pandemic response. Simultaneously, the performance 
confidence index was added to support change and development initiatives and action in agencies.

14. Conceptually, organizational climate is a surface manifestation of culture: employees’ perceptions of management practices 
and policies speak to the values and norms embodied in a culture.

15. The OPM highlights the main features of the successful workforce practices initiative on the “Successful Workforce 
Practices” page of its website at https://www.opm.gov/policy-data-oversight/human-capital-management/successful 
-workforce-practices/. The website housing the full collection of successful practices is accessible by US government 
officials at https://community.max.gov/display/HumanCapital/PMA+Successful+Workforce+Practices+Home.

16. EVS ART can be accessed by all US government officials at https://community.max.gov/display/HHS/EVS+ART. A fuller 
exposition of EVS ART is provided in chapter 9 and case study 9.3 in chapter 9.
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SUMMARY

This chapter presents a guiding framework for using household survey microdata, readily available to 
most governments, to develop insights into the structure of the public sector workforce and the quali-
ties of its compensation practices . National statistical authorities frequently collect household surveys 
with detailed information on labor force participation . These surveys are broadly consistent across 
time and are developed using globally standardized definitions and classification nomenclature . This 
offers governments unique insights into the public sector workforce that cannot be derived solely from 
administrative data sets, including the ability to juxtapose the demographics and skills composition of 
the public sector workforce to the private sector and assess the relative equity and competitiveness 
of public sector compensation practices . The chapter provides illustrations of the insights into public 
sector employment and wages that can be generated by this framework, using examples from the World 
Bank’s Worldwide Bureaucracy Indicators (WWBI) . Such insights can inform policy choices related to 
managing human resources in the public service . 

The authors’ names are listed alphabetically. Faisal Ali Baig is a consultant, Zahid Hasnain is a lead governance specialist, and 
Turkan Mukhtarova is a consultant in the Governance Global Practice of the World Bank. Daniel Rogger is a senior economist in the 
World Bank’s Development Impact Evaluation (DIME) Department.

CHAPTER 27

Government Analytics 
Using Household Surveys
Faisal Ali Baig, Zahid Hasnain, Turkan Mukhtarova, and 
Daniel Rogger

ANALYTICS IN PRACTICE

 ● Governments routinely conduct household surveys in order to understand the populations they serve, 
target public policy, and inform policy debates. Many of these surveys record a dedicated and detailed 
set of variables on the labor market experiences of people in the country, including whether respondents 
work in the public or private sector. By collecting comparable data across the two sectors, household 
 surveys provide a foundation for understanding the characteristics of public officials compared with their 
private sector counterparts—which is not possible through administrative data sources alone. Including 
precise and coherent indicators of the employment sector in household surveys thus enables their use in 
understanding the characteristics of public sector workers.
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 ● Given the unique nature of the public sector, time-series and international benchmarks and comparisons 
are critical for understanding the current state of government functioning. The precision and consistency 
with which household surveys are conducted across time open up the possibility of understanding the 
longitudinal dynamics of the public sector relative to the private sector. Similarly, ensuring such surveys 
collect data in line with globally standardized definitions and classification nomenclature enables com-
parisons across countries.

 ● Setting up household surveys in this way allows the government to juxtapose any feature of individuals 
in the public and private sectors that surveys have collected data on. Demographic variables allow for an 
analysis of how gender-related differences in pay vary across sectors, regions, organizations, and so on. 
Assessments of the skills composition of the public sector workforce with respect to the private sector 
identify in what areas the government is competing most intensively for skills with private sector actors 
and what that competition is doing to wages.

 ● Taking household surveys as the foundation of analytics around the equity and competitiveness of public 
sector compensation practices is a relatively low-cost approach to the analytics of the personnel deter-
minants of state capacity. However, the usefulness of these surveys is underpinned by the representa-
tiveness of sampling and interviews, which ensure that the resulting data provide a robust estimation of 
labor force participants. This requires coordination between agencies of public employment and national 
statistical agencies.

 ● Detailed data from household surveys on the distribution and remuneration of public employees can 
help identify more nuanced, targeted, and politically feasible reforms that make explicit the difficult 
trade-offs in employment and compensation policies. Such an evidence-based approach is necessary 
because, historically, public sector employment reforms have often occurred in the context of economic 
crises, with an emphasis on blunt, short-term fixes that can have adverse impacts on long-term growth 
and welfare, and often create distortions and perverse incentives.

INTRODUCTION

The effective management of public sector employment and compensation is a vital activity of governments, 
with broad implications for fiscal sustainability, public sector productivity, and the competitiveness of the 
overall labor market. The wages of public sector employees consume a significant proportion of government 
expenditures. Across the world, government expenditures on employee compensation represent, on average, 
30 percent of total expenditures (Hasnain et al. 2019). Spending on public sector salaries comes at the oppor-
tunity cost of spending on public sector programs.

At the same time, human resources in the public service are essential providers of government services 
and infrastructure, as well as ensuring the effectiveness of regulations (Arizti et al. 2020; Ingraham, Joyce, 
and Donahue 2003; Moynihan and Beazley 2016; Rasul and Rogger 2018). The size and nature of public 
sector wages affect the selection, retention, and motivation of public sector workers, which, in turn, impacts 
productivity, the amount and quality of government outputs, and public service provision (Finan, Olken, 
and Pande 2017).

These issues matter not only because they impact the quality of government functioning. The public sec-
tor is a large employer, accounting for, on average, 37 percent of global formal employment (Baig et al. 2021). 
Changes in government wages are likely to produce significant effects on the national labor market and the 
overall economy, including potentially crowding out recruits in the private sector (Behar and Mok 2013). In 
many lower-middle-income countries, especially those experiencing fragility, public sector employment is 
the core ingredient of the political settlement, and wage bill reforms have immediate and often severe impli-
cations for political stability, peace, and security (Gifford 2006).
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There are thus several important questions about the public sector workforce that governments regularly 
need to address. What is the appropriate level of employment in the public sector as a whole and for essential 
workers like public administrators, teachers, and doctors, in particular? Does the public sector pay compet-
itive wages compared to the private sector to attract talent while not crowding out private sector jobs? Does 
the public sector promote gender equality in employment, both in absolute terms and relative to the private 
sector? And are public sector pay and employment practices contributing to robust and dynamic labor mar-
kets at the national and regional levels?

Answering these questions requires high-quality microdata on public sector employment and compen-
sation and comparable data for the private sector. Utilizing household surveys as a source of information on 
public employment offers certain advantages over administrative data. These data are routinely collected by 
national statistical organizations for informing broader policy goals and thus represent a cost-effective tool 
for government analysts. Household surveys provide a rich, consistent, and regularly updated set of variables 
for a variety of worker characteristics in the public and private sectors that enable robust, controlled com-
parisons between the two groups. Such surveys allow data to be drawn from the public and private sectors 
in a common manner. Thus, these data often represent a richer source of insights than are available from 
administrative data alone.

This chapter is targeted at government officials, development practitioners, and researchers who aim to 
gain a better understanding of the structure of the public sector labor market and its implications for the 
overall labor market. It begins by introducing the advantages of this survey-based framework and key areas 
for caution. It showcases the main features of the methodology and presents guidance for conducting analy-
sis to delineate trends from these surveys. It goes on to provide guidance on how improvements in the design 
and conduct of labor force surveys allow for even more granular analysis. Finally, it illustrates the breadth 
of insights that can emerge from a study of public administration founded on household survey data. The 
approaches outlined here are a natural complement to those presented in chapter 10 of The Government 
Analytics Handbook, trading off the granularity of data with comparability with the private sector.

THE POWER OF USING HOUSEHOLD SURVEYS FOR GOVERNMENT 
ANALYTICS

Nationally representative household surveys, collected by national statistical authorities, are some of the most 
professionally conducted surveys in the world and are frequently supported or improved through consulta-
tions with multilateral organizations’ data teams, which possess substantial experience in such exercises. By 
collecting data on a representative sample of the whole or some subset of the population, such surveys pro-
vide a window into the lives of those about whom data are collected. When surveys collect data on whether 
respondents work in the public or private sectors, they provide windows into life in those sectors.

This chapter will focus on employment-related variables in such surveys and thus on the labor force mod-
ules in household surveys. When these modules are the dominant concern of a survey, the survey is typically 
classified as a labor force survey. In much of the rest of the chapter, we will use these terms interchangeably. 
However, most of the principles of the discussion carry over to other elements of standard household sur-
veys, such as consumption patterns drawn from consumption modules.

The Strengths of a Survey-Based Approach

Governments routinely rely on household survey sources to generate headline indicators of the health of 
labor markets and the overall economy. Insights emerging from these surveys are often used in the design of 
a wide array of economic and social policies. For example, information on the share of employed (and unem-
ployed) individuals within the labor force frequently has direct consequences on the monetary and fiscal 
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policies of the government. Unemployment rates are often used as proxies for the vitality of the labor force 
and are used—in combination with inflation rates—in determining interest rates by central banks. 

The quality of these data makes them an attractive foundation for government diagnostics of relative 
labor market characteristics and dynamics. Specifically, utilizing nationally representative labor force survey 
data to characterize public and private labor markets offers government and analysts five unique advantages 
over other data sources. 

First, labor force surveys provide a rich, consistent, and regularly updated set of variables for a variety 
of worker characteristics in the labor market. Given the investments governments have made in method-
ological rigor, effective implementation, and quality assurance, these surveys are one of the richest available 
sources of information on population characteristics. Household surveys provide coherent descriptions of 
the composition of individuals within households, their demographics and qualifications, their consumption 
behaviors, and the nature and sector of their participation in the labor market, as well as detailed indicators 
on the industries and occupations they are engaged in and their salaries and other sources of compensation 
(including in-kind payments, government assistance programs, and social security benefits).

Second, labor force surveys undertake the same measurement approach across the public and private 
sector labor markets. This is a unique advantage of these surveys for measuring state capacity because these 
data are collected simultaneously for workers in both sectors from the same sample frame in a coherent 
manner. Administrative data sources (while being a potentially more accurate and detailed measure of 
employment and wages in the public sector) only include information on public sector employees and, at 
times, only the employees of particular ministries or organizations. It is extremely unlikely that any single 
administrative data set would not only cover workers employed across a diverse set of economic activities 
(from agriculture to mining, manufacturing, and the services sector) but also include information on both 
public and private sector labor force participants.1 Even if such a data set does exist, its data will rarely be 
consistent with administrative data from other countries, complicating international comparisons.

Third, the granular nature of the underlying data ensures that labor market models are based on repre-
sentative data sourced from across the economy. These surveys often sample thousands of employed individ-
uals and are based on a meticulously designed sampling frame based on national census data, allowing for a 
close and accurate approximation of local labor markets. This reduces the assumptions on which analysis is 
based—the data are allowed to speak for themselves—and allows for decomposition by the characteristics of 
workers where sample sizes are sufficiently large.

Fourth, household surveys may represent a more complete view of the public sector workforce than 
even administrative data sets. Public sector administrative data are often too restrictive in defining who is 
included in their measurement. For example, contract workers have become an essential part of the public 
sector workforce, working alongside permanent staff in the promulgation of regulations and the delivery of 
social services. In many developing countries, they also represent a sizeable proportion of the public sector 
education and health care workforce. However, they are not counted as formal public employees in many 
administrative systems; that is often the reason for their contractual status. Given that contract workers are 
often exempt from budgetary limits on spending, their recruitment allows ministries to circumnavigate 
budgetary conditionalities against overspending on personnel.

This impairs the ability of governments to assess the true size of the public sector workforce. Further, 
given that these data sets are often unique to individual public sector organizations, the determination of 
who does or does not constitute a public sector worker may differ across organizations. Both of these factors 
would bias any estimate of the size of the public workforce, weakening the ability of governments to track 
wage bill spending. Survey data, on the other hand, are not limited by this distinction. Given that they are 
collected directly from individuals, who can elaborate on their sector employment, surveys can allow for a 
better determination of the size and structure of the public sector workforce.

Finally, household survey data are typically collected with research and diagnostic objectives in mind. 
Administrative data sets are collected for a variety of nonstatistical reasons, such as human resource manage-
ment, program administration, or other regulatory or enforcement purposes. Therefore, administrative data 
in their “raw” form may not be suitable for statistical analysis.
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Areas to Be Cautious in a Survey-Based Approach

It is important also to point to the caveats associated with the use of survey data. Labor force surveys can 
only generate insights into the nature and organization of public sector human resources with rich, complete, 
and consistent data collection on labor force participants, in general, and the public sector workforce, in par-
ticular. Given the self-reported nature of household surveys, respondents may not be able to fully articulate 
or comprehend nuances within their responses around the nature of their employment. While these surveys 
are designed and extensively piloted with particular care given to how questions may be interpreted, in order 
to ensure the quality of responses, there may be lingering imprecision within the variables that define indi-
viduals as working in specific sectors.

Utilizing a more broadly defined public sector identifier may make it easier for respondents to 
accurately answer relevant survey questions and allow for a more comprehensive comparative analysis 
between the public and private sectors. However, this may make the survey’s definition of the public 
sector unfit for particular purposes. It is often difficult to differentiate between, for example, federal and 
state employees or those that are employed within specific ministries and those employed within state-
owned enterprises.

The second area for caution is the respondents’ representativeness of the underlying population of 
public and private sector workers. Labor force surveys, by definition, sample the working-age population. 
When designing the sampling frame, surveys often strive to ensure a representative sample in terms of age, 
gender, and racial and ethnic demographics. Some surveys aim to sample a representative share of employed 
and unemployed individuals and those not active in the labor force. However, they rarely if ever explicitly 
attempt to ensure a balanced sample of public and private sector workers. Analysts must thus assess whether 
the sampling approach might have biased data collection toward one or the other sector’s employees or 
otherwise changed the nature of measurement in either sector.2

SETTING UP THE ANALYSIS

Capitalizing on Current Household Surveys

What features of a survey are necessary for it to be useful for government analytics? The answer to this ques-
tion will be determined by the specific analysis intended. This chapter therefore follows the requirements of 
an analytical framework used by the World Bank to understand public and private sector labor markets in 
the development of the Worldwide Bureaucracy Indicators (WWBI). The WWBI is a unique cross-national 
data set on public sector employment and wages that utilizes global repositories of household survey data 
from 202 economies to present a globally consistent and analytically rigorous set of indicators across five cat-
egories: the demographics of the private and public sector workforces, public sector wage premiums, relative 
wages and pay compression ratios, gender pay gaps, and the public sector wage bill.3

WWBI indicators on public employment track key demographic characteristics, including the size of 
the public sector workforce (in absolute and relative numbers), the age of the workforce, and the distribu-
tions of employees across genders, industries, income quintiles, and academic qualifications. Compensation 
variables capture both the competitiveness of public sector wages (compared to the private sector) and wage 
differentials across industry or occupation, gender, education, and income quintile within the public and 
private sectors, as well as pay compression ratios in the public and private sectors.

What features of a survey make it eligible for inclusion in the WWBI, and, more broadly, what features 
are useful for the analytics of public and private labor markets? Since the WWBI focuses on national aggre-
gates, the survey must be representative at the country level (rather than, for example, including just urban 
areas). Correspondingly, the survey must have taken a sampling approach that attempts to represent each 
unit of observation across the country equally. Beyond the WWBI, if analysts are only interested in public 
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sector labor markets in urban areas, the survey should have appropriately sampled within the requisite con-
urbations of the country.

A second set of requirements relates to the size and composition of surveys included in the WWBI. 
Specifically, attention is paid to the sample sizes for major categories of respondents. The ability of the 
WWBI to properly characterize the public and private sector workforces is dependent on the underly-
ing surveys’ possessing large enough samples of these two categories of workers that any estimates would 
approximate the demographics and compensation of the actual labor forces they model. Within the WWBI 
framework, surveys with fewer than 200 observations for either labor market, or in which either labor 
market comprises less than 5 percent of all employed individuals within the survey, are excluded from the 
analysis. More broadly, any survey should be judged on its ability to enable statistically valid inferences on 
the underlying population.

Third, the survey should have a sufficient sample size for key variables, so as not to be dropped by the 
WWBI’s quality filters. There are three sets of variables we use for the WWBI, presented in table 27.1. If a 
 survey does not include any of the variables shaded in green in table 27.1 or has greater than 40 percent 
missing/miscoded observations for any of those variables, the survey is disregarded. If a survey is  missing any 
of the variables shaded in blue or has greater than 40 percent missing/miscoded observations for any of those 
variables, the specific set of variables related to that module is excluded. The gray variables are  additional 
variables that are not universally used in the construction of the WWBI variables, so we do not require them. 
However, those variables related to sampling are required if sampling weights were used. Finally, the unshaded 
variables are frequently used to investigate outliers and so are useful to have if available.4

The availability of the variables outlined in table 27.1 provides analysts with a basic setup for labor mar-
ket analysis. Many such analyses look to compare contemporary results over time or across countries. This 
requires the availability and harmonization of variables across surveys. The WWBI aims to produce statistics 
that can be compared across time and space and thus faces issues of the classification of employees, the defi-
nition of the public sector, and the formulation of wages.

The classification of employed individuals, paid employees, and public paid employees is based on labor 
and employment status and sector type. Definitions for total, paid, and formal employment are based on the 
International Labour Organization (ILO) International Classification of Status in Employment (ICSE), making 
the WWBI and the ILOSTAT databases cross-compatible (fundamental differences in survey coverage, repre-
sentation, sample size, and timing notwithstanding). According to the ICSE, total employment is defined as

all those of working age who, during a short reference period, were engaged in any activity to 
produce goods or provide services for pay or profit. They comprise employed persons “at work,” 
i.e., who worked in a job for at least one hour; [and] employed persons “not at work” due to 
temporary absence from a job, or to working time arrangements (such as shift work, flexitime 
and compensatory leave for overtime). (ILO 2013, 6)

Paid employment refers to a subsection of total employment and includes only salaried workers, exclud-
ing unpaid or own-account (commission-based) employees, employers, and those that are self-employed. 
Formal employment is a further subset of paid employment and counts those who are employed in formal 
occupations (possessing a written contract or having access to benefits like health insurance, pensions, or 
union membership).

A globally harmonized definition of the public sector is hindered due to issues of comparability emerging 
from the heterogeneous definition of public employees across countries. To avoid this, the WWBI, as a guid-
ing principle, utilizes the more broadly defined public sector as opposed to general government, as defined by 
the International Monetary Fund (IMF) Manual on Government Finance Statistics (IMF 2014). Specifically, 
the public sector consists of all institutional units controlled by the central and subnational governments, as 
well as public corporations that are engaged in market-based activity. Utilizing this broader definition allows 
for a cleaner comparison across national surveys.

To make wage data as comparable as possible across surveys, the WWBI denotes only the income asso-
ciated with the occupation used in the analysis (to which the individual dedicated most of their time in the 
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TABLE 27.1 Variables Required for the Inclusion of a Survey in the WWBI

Metadata variables

Survey ID

Country ID

Year of the survey

Month of the interview

Household ID

Individual ID

Household sampling weight

Strata

Primary sampling units ID

Demographics

Household size

Gender

Age

Urban/rural

Education module application age

Ever attended school

Attending school

Years of education

Level of education (no education, primary, secondary, tertiary)

Labor module

Labor module application age

Labor status
 ● Employed
 ● Unemployed
 ● Not in labor force

Employment status
 ● Paid employee
 ● Unpaid employee
 ● Employer
 ● Self-employed
 ● Other, workers not classifiable by status

Number of additional jobs

Sector of activity (public vs . private)
 ● Public sector, central government, army, NGO, state-owned company
 ● Private

Industry sector classification (minimum one-digit level, but three-digit level is required for occupational decomposition)

Occupational classification (minimum one-digit level, but three-digit level is required for occupational decomposition)

Wage module

Hours of work in the last week

Last wage payment

Source: Original table for this publication, based on World Bank 2021 .
Note: The table shows the three sets of variables used . If a survey does not include any of the variables shaded in green or has greater than 
40 percent missing/miscoded observations for any of those variables, the survey is disregarded . If a survey is missing any of the variables 
shaded in blue or has greater than 40 percent missing/miscoded observations for any of those variables, the specific set of variables related to 
that module is excluded . The gray variables are additional variables that are not universally used in the construction of the WWBI variables, so 
are not required . ID = identification; NGO = nongovernmental organization; WWBI = Worldwide Bureaucracy Indicators (World Bank) .
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week preceding the survey) and excludes bonuses, allowances, and other in-cash or in-kind payments from 
the same job, as well as all additional sources of income (from other jobs) or investments and transfers. Due 
to the almost complete lack of information on taxes in most household surveys, the wages from the primary 
job are not net of taxes. For those who are self-employed or own their own businesses, this corresponds to 
net revenues (net of all costs excluding taxes) or the amount of salary withdrawn from the business.5

Wage information in the surveys is reported in each country’s local currency units, with a diverse array 
of periodicity. Great care should be taken to identify the exact frequency of income for each individual 
within the surveys and convert all wages to a weekly (or another common unit of) wage after accounting 
for the varying hours worked to ensure credible comparisons across individuals and groups. Additionally, 
to control for the effect of possibly spurious outliers, the wage variables in the WWBI are winsorized by 
limiting extreme values in the survey data at the top 0.01 percent level.6 More broadly, analysts may want to 
be cautious with wage information that seems like an outlier from the general distribution of a particular 
survey.

Overall, to be useful for government analytics, existing household surveys should have sufficient cover-
age of the population and relevant variables, be of sufficient size, and, where comparisons to international 
surveys are required, have questions appropriately harmonized with international standards. Fitting these 
criteria, individual country efforts can always be integrated into existing indicators, such as the WWBI, or 
compared with relevant surveys in other countries of interest.

Extending Data Collection

What if appropriate household surveys do not exist? Governments, independent organizations, or even 
individual analysts may be in a position to create and field such surveys. In many instances, project teams 
from the World Bank have run large, nationally representative household surveys themselves to collect 
information to aid policy guidance. In India, a private sector organization, the Centre for Monitoring 
Indian Economy (CMIE), complements the government’s labor force survey. By operating the “world’s 
largest household panel survey,” with over 2 million individual respondents covering 236,000 households 
three times a year, the CMIE increases the frequency of up-to-date labor market data for the government 
and other stakeholders.7

Household surveys that are optimized for government analytics could solve the issues with representa-
tive sampling identified above by targeting populations of public and private sector workers in a way that 
ensures an equal probability of inclusion. Such sampling could be done at the subnational level and targeted 
at those sections of the labor market where the government is particularly prevalent or is aiming to empha-
size recruitment. Information not typically collected by household surveys but of substantial interest to those 
aiming to understand public sector labor markets could be collected, such as information on perceptions of 
the public recruitment process at different levels of government and how features of the public sector (such 
as perceived wage and pension benefits) affect respondents’ wider labor market choices. Finally, sector vari-
ables, such as what specific parts of the government a respondent works in (or its private sector comparator), 
would allow for analyses that are more precisely targeted at particular job categories.

INSIGHTS EMERGING FROM HOUSEHOLD SURVEYS

Such a systematic utilization of labor force data can allow for the delineation of unique stylized facts on pub-
lic sector employment and compensation that can provide valuable insights for governments. This section 
provides illustrative examples of insights into the (relative) nature of government labor markets emerging 
from household surveys.
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The Size of the Public Sector in the Overall Labor Market

A foundation stone of government analytics is the size of the public sector as a share of the national, regional, 
or local labor market. This topic relates to questions about the appropriate size of government and its 
impacts on private sector labor markets.

The WWBI reveals that the public sector is a major source of employment in most countries; often, it 
is the single largest employer. More specifically, the public sector accounts for an average of 16 percent of 
total employment and over 30 percent and 37 percent of paid and formal employment, respectively. The first 
metric measures the overall labor market footprint of the public sector, while the latter two are more precise 
measures of the public sector’s relative size within the salaried and formal segments of the labor market.

The size and importance of the public sector vary extensively by country income and region (see 
 figure 27.1). While less than 9 percent of the total labor force of the average nation in Sub-Saharan Africa 
is employed in the public sector, the governments of the Middle East and North Africa employ a quarter of 
the entire labor force there. This difference is even more stark when looking at formal employment. Such 
comparisons can be made at the subnational level, allowing the government to develop a sense of how 
 “imposing” its employment is as part of the total stock of formal jobs.

These basic statistics illustrate the wealth of information contained within household surveys that can 
help governments understand the importance of the public sector, not only as a provider of essential public 
services but as a key determinant of the health of labor markets, which can help practitioners make better-in-
formed policy decisions.

Further, tracking these indexes over time can help governments understand how the share of the public 
sector has evolved over time. Figure 27.2 illustrates that, for the world as a whole, a convergence is taking 
place in terms of the relative size of the public sector. While the public sector’s share within total employment 
has increased, public employment as a share of formal employment has steadily declined over the 18-year 
period studied.

The former is likely due to the fact that as countries develop, their public sectors are called upon to 
provide more and increasingly complicated services. Conversely, the decline in the public sector’s impor-
tance within the formal labor force is in part driven by the increased penetration of formal contracting and 
benefits within the private sector. Regional analysis shows that the relative importance of the public sector 
within formal employment fell faster and further in middle-income countries than in high- or low-income 
countries, both of which experienced relatively slower growth rates of labor force productivity and per capita 
income (Cho et al. 2012).

FIGURE 27.1 Differences in Public Sector Employment, by Region, 2000–18
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Moreover, household surveys allow policy practitioners to further disaggregate public employment by 
industry. Countries often have unique legal and occupational classifications for public sector employees, 
complicating cross-national comparisons. In some countries, all government employees are classified as civil 
servants, meaning they enjoy distinct legal protections. In others, only management and policy staff are cat-
egorized as civil servants, with others, particularly service delivery staff, enjoying fewer privileges and being 
governed by labor codes similar to private sector employees.

The WWBI reveals that the public administration workforce (which includes individuals responsible 
for the general administration of the government; the provision of defense, justice, police, and foreign 
affairs; and the management of compulsory social security) is the single largest segment of the public sector 
workforce in most countries. On average, 35 percent of the public sector workforce is employed in public 
administration, followed by the education and health care sectors, which employ, on average, 30 percent and 
19 percent of the public sector workforce, respectively. Together, these three industries account for over 80 
percent of all public sector employees (figure 27.3). The oversized nature of the health care sector within the 
Europe and Central Asia region is driven primarily by the extensive public health systems within countries 
in the European Union.

Additionally, the “other” category in figure 27.3 accounts for public sector employment in all remaining 
areas of economic activity, ranging from construction and infrastructure to the provision of public utilities, 
or workers employed within state-owned enterprises other than those involved in public administration, 
education, or health care provision. Here, countries within the Sub-Saharan Africa region are clear outliers, 
a phenomenon driven by large public sector penetration in the mining, manufacturing, and services sectors. 
Given the relatively lower levels of economic development in many countries within the region, this points 
to the important role that the public sector plays in countries with underdeveloped private sectors. Still, 
while there may not exist a universal formula for the ideal makeup of the public sector workforce, household 
surveys can allow a government to benchmark the organization of its public sector workforce across peer 
countries, or even historically, to track its evolution.

Education and health care workers are essential to a country’s ability to meet its Sustainable Development 
Goals (SDGs) for the adequacy and universality of health care coverage and education provision. The share 
of the public sector devoted to the provision of social services differs with country incomes. Looking closely 
at the education and health care workforce through labor force surveys helps explain the importance of the 
public sector in the provision of these services. Globally, over three-fourths and two-thirds of the education 
and health care paid workforce are employed in the public sector, respectively (figure 27.4). This is, in part, 
driven by the importance that governments across the world place on the provision of education and health 
care as mandated by the SDGs. It is also partly due to the limited capacity within the private sector to satiate 
national demand for these services.

FIGURE 27.2 Relative Size of the Public Sector Workforce, 2000–18
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Both these segments of the workforce have seen significant attention in the aftermath of the COVID-19 
pandemic, as frontline education and health care providers, academics and researchers, epidemiologists, 
public health experts, and engineers have been an essential bulwark against the public health crisis. Their 
importance and contribution cannot be overstated. Household surveys can shed light on the role that the 
public sector education and health care workforce plays within these two sectors. The WWBI finds sub-
stantial variation by region (as illustrated in figure 27.4). While over 91 percent of the education workforce 
and 73 percent of the health care workforce in the Europe and Central Asia region is employed in the public 
sector, the Latin America and the Caribbean region employs just under 66 percent and 52 percent of these 
workers, respectively.

FIGURE 27.3 Areas of Economic Activity as a Segment of Public Employment, 
by Region, 2000–18
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The public sector is an important employer for workers with tertiary degrees. Given the particular focus 
that household surveys place on collecting information systematically on the academic qualifications of 
workers in the labor force, using globally harmonized measures of educational attainment, these surveys 
offer a window into the skills makeup of the public and private sector workforces. Looking at data from 
the WWBI, which tracks the qualifications of workers internationally, we can see that the public sector has 
a higher proportion of workers with tertiary degrees. Of public sector workers, 47 percent have a tertiary 
degree, compared to 21 percent in the private sector. (Figure 27.5 provides a dot plot of countries in the 
WWBI comparing the national shares of tertiary-educated workers in the public and private sectors.) 
These differences between public and private sector workers have implications for any comparative analysis 
between the two labor markets, especially public-private wage differentials.

The proportion of public sector workers with tertiary education varies by country income level. In 
low-income countries, 19 percent of public workers have either no or only primary education, while in 
high-income countries, this share is negligible. A high proportion of low-skilled workers points to the public 
sector’s serving a social welfare function. A corollary to a high proportion of low-skilled workers is a high 
proportion of clerical or support jobs. At the other end of the education spectrum, the share of employees 
with a tertiary degree has increased globally by around 20 percentage points in both sectors over the past 
decade, but the public sector continues to employ more workers with degrees.

By generating comparative information on the two sectors, possibly over time and across regions and 
countries, household surveys allow government analysts to understand the broad features of the public 
sector labor market and the role of the public sector in various national labor markets. A growing body of 
literature confirms this ability and the importance of the public sector in employing high-skilled workers 
(Gindling et al. 2020; Grindle and Hilderbrand 1995; Tummers and Knies 2013). Labor force surveys are 
thus well positioned to enable coherent international comparisons that provide benchmarks to assess a coun-
try’s current state and dynamics.

Understanding Gender Discrimination

The public sector is an important source of formal employment for women. The public sector’s large labor 
market footprint means that it can be a strategic leader in changing norms and behaviors and promoting 

FIGURE 27.5 Tertiary Education among Public and Private Sector Workers, 
by Region, 2000–18
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greater equality in employment in the overall labor market. However, understanding the current state of 
women’s participation in differential labor markets requires detailed information on the quality of gender 
representation in the public and private sectors.

In many developing countries, the public sector, in general, and the education and health care sectors, 
in particular, have been among the few options for formal employment available to women (Yassin and Langot 
2018). Globally, women represent 46 percent of the public sector workforce, compared to 33 percent of the pri-
vate sector workforce. (Figure 27.6 provides a dot plot of countries in the WWBI comparing the national shares 
of public and private sector workers who are women.) While men outnumber women in the private sector in all 
130 countries for which data are available, women outnumber men in the public sector in 55 countries.

Female representation in the public sector is strongly correlated with country income. A large body of 
 literature finds a U-shaped relationship between female employment in the private sector and economic 
development (Goldin 1995; Goldin and Polachek 1987).8 Labor force surveys included in the WWBI help 
provide evidence for a positive and significant relationship between female participation in the public work-
force and country income. Multiple factors influence female participation rates in the labor force.9 A growing 
body of literature confirms the positive relationship between more-representative  bureaucracies (including 
through female participation) and improved social and economic outcomes across a wide  spectrum, includ-
ing reductions in gender-based violence (Johnston and Houston 2016), improvements in student perfor-
mance (Zhang 2019), and improvements in public sector productivity (Andrews et al. 2005; Park 2013).

The Appropriateness of Public Sector Wages

Public sector wages are an important determinant of personnel quality and motivation and, therefore, a 
key determinant of state capacity. However, what is the appropriate level and structure of these wages? 
Answering this question requires an assessment of who makes up the appropriate comparator group for 
public sector workers. The first option is to directly compare the wages of public and private sector workers 

FIGURE 27.6 Share of Female Workers in the Public versus Private Sector, 
by Region, 2000–18
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within a particular country, given that the most likely outside option to employment in the public sector 
is the corresponding private sector. Estimating public-private wage differentials within a country has been 
explored in a very large body of academic and policy literature.10

The second approach involves comparing the wages of public sector workers in one country with those 
of similar workers in other (comparable) countries. Given that these are the closest counterparts to one 
country’s public sector workforce, this is another important method for estimating whether public servants 
in one country are over- or underpaid. These comparisons are particularly useful in the case of industries or 
occupations in which workers have transferable skills, such as health care workers who migrate internation-
ally or workers in clerical or managerial positions who rotate within the public sector.

A third option is to compare individuals who perform different tasks or are employed in different occu-
pations within the same country’s public sector. This may be useful if public servants are able to move across 
the service from one organization or region to another.

Household surveys enable each of the above approaches, and such analysis has been undertaken in 
the WWBI. The data set indicates that public employees in most nations receive a wage premium com-
pared to their counterparts in the private sector. Figure 27.7 shows the premium when the public sector is 
compared to all private sector salaried employees, irrespective of the type of job and controlling only for 
worker  characteristics (including sex, age, level of education, and location). The figure is ordered by log 
GDP per capita to provide an indicative sense of premia vary with economic wealth. Public sector workers 
have approximately 19 percent higher basic wages (excluding allowances and bonus payments) across the 
111 countries for which household surveys were sourced, with 80 countries having a positive premium. 
There is considerable heterogeneity in the size of that premium across countries, varying from a penalty 
of 33 percent to a premium of 100 percent. The size of the premium is negatively correlated with country 
income, a finding corroborating academic studies that report higher premiums for developing countries 
(Finan, Olken, and Pande 2017).

It is important for the government to understand how wage premiums are distributed across 
worker groups. The public sector wage premium is not uniform and varies by personnel characteristics. 

FIGURE 27.7 Public Sector Wage Premium Compared to Country Income, 
by Region, 2000–18

–60

–40

–20

0

20

40

60

80

100

120

2.5 3.0 3.5 4.0 4.5 5.0 5.5

P
u

b
lic

 s
e

ct
o

r 
w

a
g

e
 p

re
m

iu
m

 (
%

)

Log GDP per capita (constant 2010 US$)

Europe and Central Asia

North America

Latin America and the Caribbean

South Asia

East Asia and Pacific

Middle East and North Africa Sub-Saharan Africa

Source: Worldwide Bureaucracy Indicators, version 2 .0, https://datacatalog .worldbank .org/search/dataset/0038132 .

https://datacatalog.worldbank.org/search/dataset/0038132�


CHAPTER 27: GOVERNMENT ANALYTICS USING HOUSEHOLD SURVEYS 609

The magnitude of the public sector wage premium depends on an employee’s educational qualifications and 
is lowest for tertiary-educated officials. The main reason that tertiary-educated individuals earn a low, or 
no, premium compared to private sector workers is the ability to earn greater wages in the private sector. 
Similarly, the large wage premium for women in the public sector has greater implications for the large gen-
der pay gaps that exist in the private sector.

While the wage differentials between typical public and private sector workers presented above are 
worthy of attention from public officials in terms of their impact on the competitiveness of wages in 
the public sector, the public sector workforce represents a specific subset of the national labor force as 
employment. Public sector workers are concentrated within a handful of industries (public administra-
tion, education, and health care) and certain occupational groups (including managerial, professional, and 
clerical occupations). Therefore, a second, equally important element of the public sector wage structure 
for government officials is the difference in wages for workers in different segments of the public sector 
workforce. Studies have shown that workers compare their wages with their peers in an organization, 
just as they do with the private sector, and wage differentials that are not perceived as justifiable can be 
 demotivating (Borjas 2002). Additionally, wage equity—whether staff in similar jobs, with similar skills 
and similar performance, are paid equally—impacts worker motivation and productivity and can be a 
major driver of the wage bill.

Wage dispersion is generally higher in the private sector than in the public sector. One common metric is 
the wage compression ratio, which is the ratio of the 90th percentile wage to the 10th percentile wage in the 
salary distribution. This ratio is lower in the public sector for 70 out of 99 countries for which there are data 
in the WWBI (figure 27.8). The average wage compression ratio for the public sector across 101 countries 
is 4.9, compared to 6.3 in the private sector. The lower dispersion in the public sector reveals a trade-off 
between equity and pay competitiveness at the top of the salary distribution that governments manage. Such 
information can help public sector managers determine new wage schedules aimed at attracting and main-
taining a cadre of high-skilled functionaries in the public sector.

FIGURE 27.8 Public versus Private Sector Pay Compression Ratios, 2000–18
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Household surveys are also able to provide information on the degree of unexplained variation in 
wages for individuals employed within similar occupations in the public sector. Figure 27.9 shows that the 
gross pay received can vary tenfold for workers with similar levels of experience, which is largely a result 
of non-performance-related payments and not basic pay. While these differences may, in part, be due to 
 personnel demographics (age, gender, or educational qualifications) or the nature of work (job family, indus-
try, or scale), this does point to public sector wages being weakly associated with the experience of workers. 
Still, these wage differences across employees performing similar tasks and of similar grades but working in 
different locations or organizations can potentially act as distortions in the workforce.

Understanding Regional Variation

To further illustrate the power of household surveys, if sample sizes are sufficiently large and survey sam-
pling is appropriately stratified, this analytical approach can be replicated at subnational levels. For example, 
the team has applied the methodology to analyzing public and private sector labor markets at the provincial 
level in Indonesia. Two variables from this effort are illustrated for Indonesia’s provinces in map 27.1. These 
efforts allow for a closer understanding of regional disparities in the scale, composition, and compensation 
of the public and private sectors across administrative divisions within countries. In the case of Indonesia, 
for example, the public sector comprises almost 60 percent of paid employment in the eastern provinces of 
East Nusa Tenggara, North Maluku, West Papua, and Papua, compared to less than 15 percent in the western 
provinces (map 27.1, panel a). The female share of public sector employment (which stands at 44 percent at 
the national level) is mostly concentrated in the eastern and central provinces (map 27.1, panel b). Stylized 
facts like these can help shed light on many aspects of the nature of public and private labor markets across 
subnational units within a country.

FIGURE 27.9 Pay Inequity in the Brazilian Public Sector, 2020

Source: World Bank 2020 .
Note: Each dot represents an employee .
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CONCLUSION

We have presented a microdata-based approach for governments to improve their understanding of the 
public sector workforce and labor markets. Such understanding helps in the development of empirically 
grounded public service compensation and employment strategies. We have demonstrated how govern-
ment analysts can use existing household surveys to generate novel insights into government and how 
these lead to insights that can allow policy makers to make better fiscal choices. Thus, the range of data that 
should be included for consideration in human resources management information systems, outlined in 
chapter 9, includes household surveys. Capitalizing on household surveys for government analytics pro-
vides a powerful complement to payroll analysis (as described in chapter 10) and broader budget analytics.

These kinds of analytics matter for the effective management of the state, but they also matter for the 
impact of the public sector on private sector labor markets. Given the size of the public sector, public sector 
compensation should be designed in cognizance of its influence on the broader labor market. While public 
sector wage-setting mechanisms do not mechanically respond to market forces, they should be carefully 
designed to consider the distributional aspects of wages. Policy makers need to ensure that public sector 

MAP 27.1 Subnational Patterns in Public Sector Employment, Indonesia, 2018

Source: Original maps for this publication, based on household survey data .
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wages remain competitive enough to attract and retain high-quality public sector workers while not creat-
ing disequilibria in private sector labor markets through queuing and crowding effects. Under an optimal 
compensation policy, public sector wages will be competitive without being distortionary, and there will not 
be any shortage of skills in either sector. 

We have used a series of examples from the World Bank’s WWBI to demonstrate how the use of house-
hold survey data can help policy makers gain insight into the current and future state of their government’s 
employment and compensation policies. This approach enables researchers, development practitioners, and 
policy makers to answer some of the most important questions about the appropriate level and distribution 
of employment in the public sector; the equity, transparency, and market competitiveness of public sector 
wages; and their impact on fiscal sustainability, the labor market, and service delivery.

NOTES

 The approach laid out here leverages the methodological and operational guidelines followed by the Bureaucracy Lab in the 
construction of the World Bank’s Worldwide Bureaucracy Indicators (WWBI), a novel cross-national data set on public and 
private sector employment and compensation practices. The data set was derived from over 1,000 nationally representative 
household surveys from 202 countries and territories between 2000 and 2020, providing over 300 granular indicators on 
the composition, demographics, and compensation of public sector workers. However, this chapter goes beyond that effort 
to showcase how such an approach can be replicated by researchers, development practitioners, and policy makers to gain 
a better understanding of the personnel dimensions of state capability, the footprint of the public sector within the overall 
labor market, and the fiscal implications of the public sector wage bill.

 1. There are notable exceptions, such as the Brazilian Ministry of Labor and Employment’s Relação Anual de Informações Sociais 
(RAIS) data set, which contains information about employees and businesses for 97 percent of the Brazilian formal market.

 2. To counteract these two concerns, governments can limit the presence of these biases in two ways. First, they can ensure 
that the selection of respondents is based on high-quality census data that guarantee that the sample selected is a good 
 representation of the overall population of the country and, more importantly, is a realistic representation of labor force par-
ticipants in the public and private sectors. Second, they can look to surveys that include tens of thousands (or an even higher 
number) of respondents to ensure that any potential weakness in sample selection is alleviated through a large  sample size.

 3. Further details on the construction of the WWBI are available in a technical note (World Bank 2022). The WWBI data 
set can be accessed online here: https://datacatalog.worldbank.org/search/dataset/0038132. WWBI data are displayed in a 
dashboard viewable at https://databank.worldbank.org/source/worldwide-bureaucracy-indicators-(wwbi). The underlying 
analytical code has also been made available in the World Bank’s repository on GitHub at https://github.com/worldbank 
/Worldwide-Bureaucracy-Indicators.

 4. The thresholds used by the WWBI are a product of empirical investigation into the robustness of the indicators to different 
levels of missingness. More details are provided in the various technical reports accompanying distinct versions of the 
WWBI (see, for instance, World Bank 2022).

 5. Certain surveys do include information on work benefits, such as health insurance and social security, but these are not 
monetized and cannot be added to wages to provide an estimate of total compensation.

 6. Winsorizing or winsorization is the transformation of statistics by limiting extreme values in the statistical data to reduce 
the effect of possibly spurious outliers.

 7. More information about the CMIE is available on its website, accessible at https://consumerpyramidsdx.cmie.com/.
 8. Female participation is the highest in low-income countries, falling as countries industrialize, and increasing again at high 

levels of economic development, as the services sector grows.
 9. See Jayachandran (2021) for a rich discussion of this literature.
10. See Bales and Rama (2001), Bargain, Etienne, and Melly (2018), Campos et al. (2017), Christophides and Michael (2013), 

Coppola and Calvo-Gonzalez (2014), Gibson (2009), and Lausev (2014).
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SUMMARY

This chapter takes stock of the work of the Organisation for Economic Co-operation and Develop-
ment (OECD) on defining and measuring what drives people’s trust in public institutions . It presents an 
updated framework on the public governance determinants of trust, demonstrating that competence (for 
example, responsiveness and reliability) and values (for example, openness, integrity, and fairness) are 
fundamental public governance levers to improve or harm levels of trust in different institutions, while 
also recognizing the importance of people’s perception of how intergenerational and global challenges 
are handled by institutions, as well as cultural, economic, and political drivers . In addition, it shows that it 
is possible, on the basis of this framework, to advance in gathering citizens’ evaluations of the function-
ing of governments and public governance by designing nationally representative population surveys 
with high standards of statistical quality . The OECD Survey on Drivers of Trust in Public Institutions 
(OECD Trust Survey) has been specifically designed and tested to capture people’s expectations of and 
experiences with public institutions around the five drivers of trust while controlling for socioeconomic, 
political, and institutional characteristics . In a handful of countries that, in addition, have conducted 
in-depth case studies, the evidence resulting from the survey has proven to be a key input for improving 
policy making, leading to concrete actions for building or strengthening institutional trust . The inaugural 
cross-country survey was applied to 22 OECD countries at the end of 2021, and the results were made 
available in June 2022 . Consolidating this evidence will be essential to enhancing benchmarking and 
monitoring of the evolution of policies over time .

Monica Brezzi is head of the Territorial Analysis and Statistics Unit and Santiago González is an economist/policy analyst at the 
Organisation for Economic Co-operation and Development (OECD) Directorate for Public Governance. 
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ANALYTICS IN PRACTICE

 ● It is possible to measure trust and its drivers through household surveys and to produce actionable 
 evidence. Trust indicators have been widely collected by unofficial data producers and are commonly 
picked up by the media as metrics of government performance. However, indicators on the public gov-
ernance drivers of trust have been scarcely and inconsistently produced and are not commonly found in 
population surveys. Over the past years, a body of theoretical and empirical evidence has consolidated, 
leading to the development of the Organisation for Economic Co-operation and Development Survey 
on Drivers of Trust in Public Institutions (OECD Trust Survey) as an effort to fill this gap and develop 
comparative statistics on what drives trust in public institutions. The survey’s unique focus on the drivers 
of trust aims to provide countries with actionable evidence on the strengths and weaknesses of govern-
ments and public institutions.

 ● Bringing together the statistical and policy communities is a key step for ensuring the production of 
statistics with high standards of quality. Other than their potential sensitivity, there are no good reasons 
why statistics on trust and its drivers cannot be subject to the same quality standards and requirements 
that apply to other social, economic, and environmental statistics. The development of the OECD Trust 
Survey has been led by the OECD Public Governance Committee and has brought together policy 
makers at the central level of government and representatives from national statistical offices (NSOs), 
who have reviewed the process for developing and implementing the survey. Bringing together both 
communities has the advantage of reconciling the development of meaningful statistics with adherence 
to high requirements and standards of quality. While in most countries, the OECD Trust Survey has been 
implemented by the OECD via a survey provider, in Finland, Ireland, Mexico, and the United Kingdom, 
it has been implemented by NSOs.

 ● The OECD competence-values framework has proven to be a powerful analytical tool to understand the 
public governance drivers of trust in institutions and provide evidence to public administrations on how 
to increase their effectiveness to enhance trust. Following the COVID-19 pandemic and the resulting 
social and economic crisis, a consultative process to revisit the framework on the drivers of trust in 
public institutions was launched. The process resulted in the enlargement of the framework by adding 
a section on the perception of public institutions’ action on intergenerational and global challenges and 
further recognition of individual cultural, economic, and political drivers. However, the building blocks 
of the  framework—competence and values—have proven robust, offering a compelling and encom-
passing framework for understanding and measuring public administrations’ work and how they could 
advance in building trust.

 ● The drivers of trust vary by institutional actor and level, calling for different types of actions to 
 influence them. The debate on public trust has been dominated by measures of trust in government that, 
to a large extent, are proxies of political trust or trust in the current government. Yet distinctions by the 
level of government (for example, local government) or between “politicians” and “bureaucrats” have not 
been rigorously considered. The OECD Trust Survey considers differences across institutions and levels 
of government and allows for a differentiated analysis of what drives each of them.

 ● Institutional trust remains a multidimensional construct: drivers and actions to preserve it or restore 
it are also influenced by context. In addition to the competence and values of public institutions, 
trust is also influenced by cultural and socioeconomic determinants. Accordingly, baseline levels of 
trust in a given country are influenced by its history and the current moment. Because cross-country 
comparisons of trust levels are informative and appealing, contextual elements should be considered 
when interpreting data and carrying out comparisons. In-depth analysis combining quantitative 
and qualitative methods at the country level is an important complement to advancing actions for 
restoring trust.
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 ● Evidence-based regional dialogue and experience-sharing could be powerful tools for strengthening 
institutional trust. The potential effect of cultural context can be minimized by comparing countries with 
similar histories, institutional settings, and contexts. Accordingly, evidence generated by the OECD Trust 
Survey could be a powerful driver of regional dialogue and experience-sharing about actions that could 
influence public trust in similar contexts.

INTRODUCTION

The availability of internationally comparable data on how public administrations function and perform has 
dramatically improved over the past 10 years (OECD 2021b). However, measures of governance outcomes, 
which can help benchmark the effectiveness of public governance, are still scarce. The reasons behind this are 
conceptual and methodological in nature. On the conceptual side, measuring governance outcomes implies 
consideration of democratic standards that go beyond a performance-oriented notion of public manage-
ment. Methodologically, public surveys of an international scope raise questions regarding the validity and 
robustness of these measures.

Measurement of governance outcomes includes, among other things, assessing levels of satisfaction with 
public services or trust in government. The inclusion in the United Nations’ 2030 Agenda for Sustainable 
Development of a governance Sustainable Development Goal (SDG16) has given new impetus to the devel-
opment of metrics for the outcomes or results of political institutions and processes and to the expansion 
of household surveys to measure governance results (United Nations Praia Group 2020). In particular, the 
United Nations Praia Group on Governance Statistics’ Handbook on Governance Statistics takes stock of 
existing practices in governance data collection along eight dimensions of public governance, discusses the 
steps required to achieve international statistical standards, and, in some cases, proposes common question-
naires to be included in household surveys.

This chapter discusses how population surveys can be used to measure governance outcomes and 
provide guidance to public administrations on actions to increase their effectiveness. After some examples 
of existing national citizen surveys, the chapter presents recent developments in measuring people’s trust 
in government and its main determinants. Measures of people’s trust in government are commonly used 
indicators of public administration performance (or results) and are included as one of the eight dimensions 
of the Handbook on Governance Statistics.

This chapter presents results from the application of the Organisation for Economic Co-operation and 
Development Survey on Drivers of Trust in Public Institutions (OECD Trust Survey) as a key example to 
better understand opportunities and challenges in using citizen surveys to develop evidence on governance 
outcomes at a national and international scale. The OECD Trust Survey builds on an analytical frame-
work structured along five key dimensions: responsiveness, reliability, openness, integrity, and fairness. 
Preliminary results suggest important insights from the survey. We find that different public institutions, 
from national to local governments, map onto different drivers of public institutional trust. Survey findings 
can guide governments in prioritizing specific areas to strengthen institutional trust.1

USING CITIZEN SURVEYS TO MEASURE GOVERNANCE OUTCOMES

Governance statistics are fundamental to ensuring that the relationship between the state and its people 
is inclusive, transparent, and accountable. However, while public governance issues figure prominently 
in national and international policy discussions, the state of available statistics (in terms of international 
standards, measurement guidelines, and the availability of comparable information from official sources) 
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lags well behind the quality of information available in other fields (for example, economic, social, and 
environmental statistics). As detailed in chapter 27 of The Government Analytics Handbook, the World Bank’s 
Worldwide Bureaucracy Indicators are a major exception, aggregating household survey data to measure key 
public administration productivity inputs (such as public sector wage premiums).

Traditionally, there are two main limitations of public governance statistics. First, most measures refer 
to the input and processes of governments, while more limited evidence is available on the outputs of 
 governments and the outcomes of public governance, such as the assessment of and satisfaction with public 
services or trust in government. Second, most governance measures are generated through expert assess-
ments aimed at capturing how governments work. These assessments

typically refer to professionals such as academics, lawyers or civil servants who answer a 
questionnaire in the area of interest. The resort to experts is thought to be advantageous 
because they can assess complex topics related to governance through an informed judgment. 
Expert assessments are frequently combined to create composite governance indexes that 
summarize multi-concept and complex phenomena into rankings and reference data. There 
are, however, reasonable concerns on how representative a sample of experts is of the universe 
of people with knowledge in the matter of interest, as well as about the degree of validity and 
reliability of data obtained through expert assessments. (United Nations Praia Group 2020, 
15; see also González, Fleischer, and Mira d’Ercole 2017; Kaufmann and Kraay 2007)

Broadening the measurement approach to also include citizen surveys can help address both limitations, 
by shifting the focus to the outcomes of public governance as perceived and experienced by people and by 
including people’s views, through nationally representative population samples, in addition to expert assess-
ments (Fukuyama and Recanatini 2018).

Citizen surveys can also strengthen government accountability. When participating in regular popula-
tion surveys, citizens are invited to provide feedback on different aspects of public governance, which allows 
governments to gather input and hear the people’s voice beyond electoral processes. Governments and policy 
makers can also use survey results to better inform policies, identify citizens’ priorities and concerns, and 
assess the support for or impact of different initiatives.

Over the past few years, some developments at international levels, which build on national experiences, 
have helped to increase the availability of governance statistics. The inclusion of a governance goal in the 
United Nations’ 2030 Agenda for Sustainable Development, as mentioned above, and the agreement of the 
Inter-agency and Expert Group on SDG Indicators (IAEG-SDGs) on several indicators for global reporting 
in this field (which creates reporting obligations for national statistical offices, or NSOs) are expected to 
increase the demand for comparable, high-quality evidence on public governance and to broaden measure-
ment approaches. For over a decade, in its flagship report Government at a Glance, the OECD has published 
internationally comparable data on governments’ inputs, activities, outputs, and, to the extent possible, 
outcomes in OECD countries.

The indicators feeding these publications focus on how governments perform from an international per-
spective, allowing countries to benchmark their performance relative to other countries and over time and 
providing evidence to policy makers about areas where further progress is needed. Furthermore, initiatives 
such as the OECD Guidelines on Measuring Trust (OECD 2017a, 2017b) and the Praia Group’s Handbook on 
Governance Statistics (United Nations Praia Group 2020) have provided methodological guidance to NSOs 
on how to develop comparable measures for several dimensions of public governance.

Specifically, the Praia Group, set up in 2014, has mapped in its Handbook on Governance Statistics 
existing measurement initiatives on eight dimensions of public governance: nondiscrimination and 
equality, participation, openness, access to and quality of justice, responsiveness (satisfaction with 
services and political efficacy), absence of corruption, trust, and safety and security. The Handbook 
on Governance Statistics highlights the paucity of statistical standards, technical guidelines, and 
methodological tools that currently exist in many dimensions of governance statistics (for example, on 
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discrimination, participation in political and public affairs, openness, access to civil justice, satisfaction 
with services, and forms of corruption other than petty bribery); at the same time, it sheds light on 
the feasibility of generating comparative evidence on some dimensions of public governance through 
population surveys, notably on crime victimization, access to criminal justice, political efficacy, and trust 
in public institutions (United Nations Praia Group 2020).

The Handbook on Governance Statistics also highlights some methodological challenges of household 
surveys—in particular, respondent burden and accessibility standards for specific populations (for example, 
people with disabilities)—that should be addressed in questionnaire design as well as survey method selec-
tion. The authors note that

with a sufficient sample size, survey results may be representative of the population of 
a country, of a specific area (such as a province or a small locality) or a specific group 
(e.g., urban/rural populations). However, such disaggregations for governance statistics are 
not commonly found in national statistical systems and will require special attention from the 
statistical community (United Nations Praia Group 2020, 14).

Nevertheless, they acknowledge that “household surveys are particularly useful to give voice to marginalized 
populations in contexts in which the mechanisms to respond to citizens’ demands are not yet consolidated” 
(United Nations Praia Group 2020, 14; see also AU and UNDP 2017).

One public governance area in which population surveys would provide relevant information to 
governments is experience and satisfaction with public services. More countries are putting in place 
regular surveys on public services, although with several challenges. For example, since 2010, the Agency 
for Public Management and eGovernment in Norway has carried out the Norwegian Citizen Survey. The 
survey provides a substantial knowledge base for assessing the performance of public services across dif-
ferent sectors and levels of government. The survey is understood as an additional way to engage citizens 
apart from direct mechanisms, and it addresses perceptions, expectations, and areas of improvement, 
aiming to develop public outputs and services in a more user-friendly manner, based on citizens’ needs 
and expectations.

However, the evolution of the survey over time has shown that respondents may find it difficult 
to answer “customer satisfaction” questions on a large number of services. Since 2018, the survey has 
included only the largest state-provided services (tax administration, hospitals, police, etc.) and services 
at the municipal level to which people have regular access (for example, schools). The survey also asks 
about recent experiences with these services as one criterion that could shape satisfaction levels. The 
questions address the quality and accessibility of services; satisfaction with information, communication, 
and consumer orientation; perceived competence, capacity, and trust in the public authority; and general 
satisfaction (OECD 2022b).

Similarly, the Citizen Experience Survey, conducted since 2019 by the Department of the Prime Minister 
and Cabinet in Australia, measures public satisfaction, trust, and experiences with Australian public services, 
with the aim of improving public services and making them more citizen-centered. The survey aims to 
provide the right evidence for governmental agencies to act on: when data flag “hot spots” in the system that 
warrant extra attention, senior policy makers and other stakeholders engage in dialogue to identify actions 
that can help improve services.2

Surveys of the general population can also provide useful data about citizens’ perceptions of the quality 
of governance in the country where they live, an outcome that is usually measured through expert assess-
ments. The General Population Poll (GPP) by the World Justice Project (WJP) asks citizens about their 
perceptions of and experience with public institutions.3 The survey inquires about a wide range of topics, 
from access to public services (including access to information and justice), respect for the law by private 
and public actors (for example, abuses of power), and civic participation. Data coming from the GPP are 
included in the WJP Rule of Law Index, which ranks countries according to the quality of their governance, 
alongside the results of an expert assessment.
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WHY MEASURE PUBLIC TRUST?

People’s trust in public institutions has long been considered a key outcome of good governance (OECD 
2021b). Accordingly, institutional trust happens when citizens consider the government and its institutions 
in general, as well as individual political leaders, to be promise-keeping, efficient, fair, and honest 
(Blind 2007). In this chapter, trust is defined as a person’s belief that another person or institution will act 
consistently with expectations of positive behavior (OECD 2017a, 2017b). While there are several trust 
relationships, this chapter focuses on the interaction between governments and citizens, or institutional 
trust, which refers to people’s appraisal of public institutions.

Institutional trust is recognized as an important foundation upon which the legitimacy and sustain-
ability of political systems are built. Trust is the basis of the social contract that allows for the delegation 
of power and sets the basis for democracies to work. In turn, trust is essential for social cohesion and 
well-being because it affects a government’s ability to govern and enables it to act without having to resort 
to coercion. The COVID-19 pandemic has underlined the importance of public trust for enhancing and 
accepting behavioral change in order to achieve a collective objective, as well as its importance for achieving 
compliance (Bargain and Aminjonov 2020). Recent research has shown that support for future-oriented 
policies on global challenges, such as climate change, is mediated by people’s institutional trust (Fairbrother 
et al. 2021). In a low-trust context, citizens will prioritize immediate, appropriable, and partial benefits and 
will induce politicians to seek short-term and opportunistic gains through free-riding and populist attitudes 
(Győrffy 2013).

Still, institutional trust remains a complex, multidimensional concept influenced by a wide array of facts, 
circumstances, experiences, and perceptions (OECD 2013). Trust metrics are often quoted by the press and 
have the capacity to raise awareness and trigger institutional reactions; however, they remain poorly under-
stood. Furthermore, it is not always clear what lies behind these signals and to what extent it is possible to 
influence them. The OECD’s work has focused on conceptualizing the main determinants of institutional 
trust and developing comparative evidence on them based on citizen surveys.

The remainder of this chapter explores existing metrics of institutional trust, presents the OECD policy 
framework and its accompanying measurement strategy for the public governance determinants of institu-
tional trust, and concludes with lessons that could inform a measurement agenda moving forward.

EXISTING METRICS FOR INSTITUTIONAL TRUST

In some contexts, there is a long tradition of collecting metrics of trust in government. For instance, in the 
United States, the Pew Research Center has measured “government confidence” since at least 1958. Similarly, 
the American National Election Study (ANES), a project of the Center for Political Studies at the University 
of Michigan, has collected survey-based measures of trust, associated with electoral cycles, since at least 
1952. However, it is only since the beginning of the 21st century that cross-country comparative statistics of 
institutional trust have become widely and regularly available. González and Smith (2017) review these met-
rics and find seven cross-country comparative surveys (commercial and noncommercial) that have regularly 
collected trust data since 2002. These surveys have different coverage periodicity and work under different 
criteria of statistical quality. The most widely used of these surveys is the Gallup World Poll because of its 
extensive country coverage, its time extension, and the annual frequency of its data.

However, existing measures of institutional trust have shortcomings. Some are technical (such as 
sampling, scale, and level of representativeness for some population groups); others are conceptual (such 
as the meaning of government). In this chapter, we use institutional trust to indicate trust in different types 
of institutions, such as trust in political institutions (for example, the parliament), trust in administrative 
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institutions (for example, the civil service or public administration) and nongovernmental institutions (for 
example, the media), and trust in justice and law administration (for example, the police). Accordingly, 
institutional trust is measured using a general formulation: “Do you have confidence in …?” or “How much 
do you trust …?” followed by a detailed list of institutions. Empirical analysis suggests that, given the wide 
range of institutions, people’s responses can be grouped into three categories: political and administrative 
institutions, law-and-order institutions, and nongovernmental institutions (González and Smith 2017).

Based on existing evidence, the OECD has developed the Guidelines on Measuring Trust (OECD 2017a, 
2017b). The guidelines mark an advance in providing an analysis of the accuracy of trust measures. Accuracy 
has two dimensions: reliability and validity. The reliability of a metric is the degree to which repeated mea-
surements of the same thing produce the same results. In this sense, a reliable measure involves minimal 
noise, or random errors in the measurement process. Validity is usually analyzed in terms of face validity 
(whether the measure makes sense intuitively), convergent validity (whether the measure correlates well with 
other proxy measures of the same concept), and construct validity (whether the measure behaves as the-
ory and common sense dictate).4 The guidelines have found good evidence on the reliability and construct 
validity of existing trust metrics, but evidence on their face and convergent validity is scarce and inconclu-
sive, calling for further research in the area. The guidelines also propose modules for measuring institutional 
trust, including an experimental module on the determinants of public trust that will be discussed later in 
this chapter.

MEASURING WHAT DRIVES PUBLIC TRUST IN INSTITUTIONS

The OECD Framework on Drivers of Trust in Public Institutions

At least three trends emerge from the academic literature for understanding what drives levels of trust in 
institutions. One theory emphasizes the role of culture and argues that individuals learn to trust or distrust 
based on early socialization and interpersonal networks, which, in turn, influence their trust in institutions 
(Tabellini 2008). A second stream of work recognizes the importance of the economic cycle, as well as eco-
nomic and personal characteristics and preferences (Algan et al. 2018, 2019). Finally, institutional theories 
focus on the performance and reputation of institutions, both in terms of processes and outcomes, as the 
key determinants explaining levels of institutional trust (Bouckaert 2012; Rothstein 2013; Van de Walle and 
Migchelbrink 2020). While institutional trust is probably influenced by a combination of elements driven by 
culture, economic conditions, and institutions, the OECD’s work on understanding drivers of trust in public 
institutions has, since 2013, emphasized the importance of high-performing institutions for building public 
trust.

Understanding the effects of institutions on trust depends on the congruence of people’s preferences 
(their interpretations of what is right and fair and what is unfair) and their perceptions of the actual func-
tioning of government (Van de Walle and Bouckaert 2003). Other authors have distinguished between trust 
in competence, the ability to deliver on expectations, and trust in intentions, performing in good faith accord-
ing to one’s competence (Nooteboom 2006). These distinctions are extended by Choi and Kim (2012) and 
Bouckaert (2012), who distinguish between the logic of consequences, where trust is derived causally from 
outcomes, and the logic of appropriateness, where trust is based on values, such as integrity and transparency.

Despite the complexity of the subject and the variety of approaches, there is consistency across the 
literature on institutional trust in at least two key aspects. First, the literature highlights two different but 
complementary components that matter in understanding and analyzing trust: competence—operational 
efficiency, or the ability, capacity, and good judgment to actually deliver on a given mandate—and 
values—the underlying intentions and principles that guide actions and behaviors. Second, there 
is consistency in the literature regarding specific attributes that matter for trust, in relation to both 
competence and values (see table 28.1).
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TABLE 28.1 Deconstructing Citizens’ Trust in Public Institutions

Trust component Government mandate Concerns affecting trust Policy dimension

Competence:
The ability of 
governments to 
deliver to citizens 
the services they 
need, at the 
quality level they 
expect

Provide public services  ● Access to public services, regardless of socioeconomic condition
 ● Quality and timeliness of public services
 ● Respect in public service provision, including response to citizens’ 
feedback

Responsiveness

Anticipate change and 
protect citizens

 ● Anticipation and adequate assessment of citizens’ evolving needs 
and challenges

 ● Consistent and predicable behavior
 ● Effective management of social, economic, and political uncertainty

Reliability

Values:
The drivers and 
principles that 
inform and guide 
government 
action

Use power and public 
resources ethically

 ● High standards of behavior
 ● Commitment against corruption
 ● Accountability

Integrity

Inform, consult, and 
listen to citizens

 ● Ability to know and understand what government is up to
 ● Engagement opportunities that lead to tangible results

Openness

Improve 
socioeconomic 
conditions for all

 ● Pursuit of socioeconomic progress for society at large
 ● Consistent treatment of citizens and businesses (vs. fear of capture)

Fairness

Source: Original table for this publication.

Building on the above, the OECD has put forward an analytical framework that offers an instrumental 
approach to building citizens’ trust in public institutions, facilitating measurement efforts (both based on 
experience and expectations) and policy attempts to influence trust. The OECD Framework on Drivers of 
Trust in Public Institutions, developed in 2017 and reviewed in 2021 through broad consultation with aca-
demics, policy makers, and civil society, includes four components (Brezzi et al. 2021). The updated frame-
work is presented in table 28.2.

First, the framework places a greater emphasis on capturing trust levels in a larger set of institutions—for 
example, political parties or intergovernmental organizations—to further recognize the variety of institu-
tions that influence policy making and that can shape people’s assessment of public affairs as well as leaders’ 
behavior. In addition, it recognizes the importance of improving the representation of diverse population 
groups that may be systematically excluded from voicing their views in traditional democratic processes, 
either due to personal characteristics (for example, geography or socioeconomic background) or because 
they persistently distrust “the system” and opt out of opportunities to express their voice.5 The two broad 
dimensions of public sector competence and values—disentangled in responsiveness, reliability, integrity, 
openness, and fairness—remain core to the framework, as tested through country studies in the Republic of 
Korea, Finland, and Norway (OECD 2021a, 2022b; OECD and KDI 2018).

Third, the revised framework presents an “overlay” of the cultural, political, and economic factors that, 
at both an individual and group level, strongly influence levels of trust in government. Institutional compe-
tence and values are, in fact, mediated by individual and group identities, traits, and preferences—including 
political attitudes. These revisions attempt to emphasize more strongly the role played by political attitudes, 
including disengagement with the system, in explaining institutional trust.

Finally, the revised framework underlines the role people’s confidence plays in the sustainability and 
effectiveness of policy action to address long-term and global challenges (for example, climate change, fiscal 
sustainability, digitalization, and inequality) (Brezzi et al. 2021). As the issues tackled by public institutions 
become increasingly complex, with long-term consequences involving a larger set of governmental and non-
governmental actors, greater coordination and the ability of institutions to manage uncertainty and address 
trade-offs (for example, generational and economic trade-offs) will be key to preserving social cohesion and 
maintaining institutional trust.
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The Measurement Strategy

The OECD Framework on Drivers of Trust in Public Institutions is operationalized through a nationally 
representative population survey: the OECD Trust Survey. An experimental module of questions to measure 
the five public governance drivers of trust was included in the OECD Guidelines on Measuring Trust (OECD 
2017a, 2017b). The statistical feasibility and empirical relevance of the population survey were tested in six 
countries (France, Germany, Italy, Slovenia, the United Kingdom, and the United States) through the OECD 
Trustlab in 2018 (Murtin et al. 2018) and in Korea, Finland, and Norway through in-depth country stud-
ies (OECD 2021a, 2022b; OECD and KDI 2018). Adjusted and improved versions of these questions have 
been selected by the European Social Survey (ESS) to be included in their Cross-National Online Survey 
(CRONOS 2) in 2021.

The measurement approach for the competence and value drivers of institutional trust moves away 
from perceptions and focuses instead on specific situations. Situational questions present respondents with 
a stereotypical situation involving the interaction of people with public institutions and inquire about its 
expected outcome. The deconstruction of situational questions allows for analysis of the kind of behavior 
under scrutiny. Typical behavioral questions, as used in psychology or sociology, investigate the subjective 
reaction expected from individuals in a specific situation. Complementary- and confirmatory-mechanism 
experiments are suggested to see whether individuals stick to their revealed choices.

However, these situational questions are not stereotypical behavioral questions: they don’t focus on indi-
vidual behavior but rather on the positive conduct expected of a third party: in this case, public institutions. 

TABLE 28.2 OECD Framework on Drivers of Trust in Public Institutions

Levels of trust in different public institutions

Trust in national government, local government, civil service, parliament, police, political parties, courts, legal systems, and 
intergovernmental organizations

Public governance drivers of trust in public institutions

Competence Responsiveness  ● Provide efficient, quality, affordable, timely, and citizen-centered public services that are coordinated 
across levels of government and satisfy users

 ● Develop an innovative and efficient civil service that responds to user needs

Reliability  ● Anticipate needs and assess evolving challenges
 ● Minimize uncertainty in the economic, social, and political environment
 ● Effectively commit to future-oriented policies and cooperate with stakeholders on global challenges

Values Openness  ● Provide open and accessible information so the public better understands what the government is 
doing

 ● Consult, listen, and respond to stakeholders, including through citizen participation and 
engagement opportunities that lead to tangible results

 ● Ensure equal opportunities to participate in the institutions of representative democracy 

Integrity  ● Align public institutions with ethical values, principles, and norms to safeguard the public interest .
 ● Make decisions and use public resources ethically, promoting the public interest over private 
interests, while combatting corruption

 ● Ensure accountability mechanisms between public institutions at all levels of governance
 ● Promote a neutral civil service, whose values and standards of conduct prioritize the public interest

Fairness  ● Improve living conditions for all
 ● Provide consistent treatment of businesses and people regardless of their background and identify 
(for example, gender, socioeconomic status, racial/ethnic origin)

Cultural, economic, and political drivers of trust in public institutions

 ● Individual and group identities, traits, and preferences, including socioeconomic status and interpersonal socialization and networks
 ● Distrust toward and disengagement with the system

Perception of government action on intergenerational and global challenges

 ● Perceptions of government commitment and effectiveness to address long-term challenges

Source: Brezzi et al . 2021 .
Note: OECD = Organisation for Economic Co-operation and Development .
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For this reason, they measure the trustworthiness of a given institution or public agent. Unlike attitudes (passive 
response) and behaviors (active response), trustworthiness is based on the expectation of positive behavior that 
lies at the heart of the working definition of trust being considered. In general terms, a situational approach 
to measuring trustworthiness is based on the following type of question: “If a certain situation happens, how 
likely or unlikely is it that [public institution] will do [expected positive behavior]?” (see table 28.3).

The module of the survey on the five public governance drivers of trust helps practitioners understand 
not only people’s perception of their government’s responsiveness, reliability, openness, fairness, and integ-
rity but also which of these five components has a larger impact on the level of trust toward specific institu-
tions. This evidence can provide guidance to improve public administration’s effectiveness.

SOME RESULTS FROM APPLYING THE OECD TRUST SURVEY

Data collected through the OECD Trust Survey go beyond measuring trust levels and aim at identifying 
what drives trust in public institutions. As an example, in the case of Norway, the OECD Trust Survey shows 
that the most important determinants of trust in the civil service in Norway are impartial treatment when 
addressing the administration and responsiveness to people’s demands for service improvement. Other soci-
etal (for example, the sustainability of the welfare model) and personal (for example, living in the capital or 
being more educated) characteristics also have significant, although small, relative correlations (figure 28.1).

Along the same lines, the OECD Trust Survey in Finland finds that the government’s responsiveness 
and reliability are the main drivers of trust, but drivers of trust vary among institutions. Specifically, in 
Finland, the trust relationship between people and their institutions is strongly correlated with the perceived 
high competence of the government and the civil service and more tenuously with values such as integrity, 
openness, and fairness, most likely because the latter are recognized as entrenched in public sector culture. 
Figure 28.2 shows the trust payoff if all significant elements pertaining to competence and values increase 
by one standard deviation. The responsiveness of public services and the reliability of the government in 
addressing future challenges and providing a stable economic environment have a greater effect on trust 
in the national government and civil service, while engagement opportunities are more important for 
explaining trust toward local governments. These data, combined with qualitative analysis and international 
policy dialogue, have enabled a series of policy recommendations to preserve and strengthen the trust capital 
in these countries (OECD 2021a, 2022b).

TABLE 28.3 Examples of Questions on the Determinants of Public Trust

Dimension Example question

The following questions are about your expectations of behavior of public institutions . Please respond on a scale from 0 to 10, where 
0 means very unlikely and 10 means very likely .

Responsiveness If many people complained about a public service that is working badly, how likely or unlikely do you think it is that it 
would be improved?

Reliability If a serious natural disaster occurred in [country], how likely or unlikely do you think it is that existing public 
emergency plans would be effective in protecting the population?

Openness If a decision affecting your community is to be made by the local government, how likely or unlikely do you think it is 
that you would have an opportunity to voice your views?

Integrity If a government employee is offered a bribe in return for better or faster access to a public service, how likely or 
unlikely is it that they would accept it?

Fairness If you or a member of your family would apply for a government benefit or service (e .g ., unemployment benefits or 
other forms of income support), how likely or unlikely do you think it is that your application would be treated fairly?

Source: 2021 OECD Trust Survey (Nguyen et al . 2022) .
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FIGURE 28.1 Determinants of Trust in the Civil Service in Norway
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FIGURE 28.2 Trust Payoff Associated with Increase in Public Institutions’ 
Competence and Values in Finland, 2020
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Different countries have pursued different strategies to act upon these data. For example, in 2018, the 
Korean administration set a numerical target for its innovation strategy to improve trust levels. To achieve 
this target, it also included a series of actions: among others, generalizing open-government principles in 
different instances of the administration as a review of hiring procedures to ensure the right mix of skills for 
enhancing innovation within the administration. Likewise, the Finnish government has set up an inter-
agency expert group to discuss concrete actions based on the data—for instance, reforming the process for 
formulating government policies to ensure better coordination for the inclusion of subjects such as climate 
change, intergenerational justice, and the preservation of social cohesion. In addition, it promotes citizen-
ship education programs and engagement opportunities in policy choices for improving levels of political 
empowerment.

Based on the body of evidence developed so far, the OECD Trust Survey (based on table 28.2) has been 
carried out in 22 OECD countries, and the results were published in June 2022 (OECD 2022a). In addition, 
a number of briefs, country analyses, working papers, and country dialogues will be developed based on the 
OECD Trust Database.

CONCLUSION

This chapter has taken stock and presented evidence of the OECD’s work in understanding the determinants 
of institutional trust and improving their measurement. The evidence developed so far sheds light on the 
feasibility and pertinence of including questions on public trust and its drivers in regular household sur-
veys as well as their relevance for informing policy developments. While politically sensitive, there are no a 
priori reasons why measures of institutional trust could not be collected regularly and be subject to the same 
quality standards and requirements that apply to other social, economic, and environmental statistics, such 
as those produced by NSOs.

The OECD Trust Survey will provide international benchmarks on people’s perceptions, evaluations, 
expectations, and experiences with the public sector and will inform the debate on how to preserve and 
strengthen democratic values in OECD countries and beyond. It will also allow practitioners to observe levels 
of trust across different institutions and drivers of trust according to different socioeconomic characteristics. 
In addition, it will shed light on the relative effects of the determinants of public trust in different contexts, as 
well as their commonalities and differences. The results will set a course in public governance areas to improve 
institutional trust. The performance and pertinence of new experimental modules are still to be assessed.

There is, however, room to further develop our understanding and measurement of different trust 
relationships. Greater attention could be paid to interagency trust or government officials’ perceptions of 
citizens—for example, by analyzing aspects of trust across different public agencies or trust from institutions 
toward citizens. It may also be possible to incorporate additional aspects that influence institutional trust 
into the survey as ad hoc modules that respond to specific realities in each context. While these ad hoc mod-
ules might make cross-national comparisons more challenging, they would enable countries to have greater 
flexibility and control over designing strategies to strengthen institutional trust.

NOTES

 The chapter was prepared between October and December 2021. This document, as well as any data and map included 
herein, are without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers 
and boundaries, and to the name of any territory, city, or area.

1. Results from the OECD Trust Survey are available on the OECD’s website at https://www.oecd.org/governance 
/trust-in-government/.

https://www.oecd.org/governance/trust-in-government/�
https://www.oecd.org/governance/trust-in-government/�
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2. Data from the Citizen Experience Survey, now known as the Survey of Trust in Australian Public Services, are available on 
the Australian government’s website at https://data.gov.au/data/dataset/trustsurvey.

3. The questionnaire for the 2019 General Population Poll can be found on the website of the World Justice Project at https://
worldjusticeproject.org/our-work/research-and-data/wjp-rule-law-index-2021/2020-wjp-rule-law-index-questionnaires.

4. Other types of validity, referred to as discriminant validity and predictive validity, are encompassed by construct validity, 
and the corresponding analysis is presented in the OECD Guidelines on Measuring Trust (OECD 2017a, 2017b).

5. Distrust refers to attitudes of insecurity, cynicism, disengagement, contempt, fear, anger, and alienation that may result 
in withdrawal, defiance, and support for populism. It is different from mistrust, which is associated with a positive 
attitude of critical citizenship that exercises vigilance in judging the components of the political system by being cautious, 
 constructive, and alert. While measures of trust in government and the trustworthiness of public institutions are becoming 
more widely tested and used since the release of the OECD Guidelines on Measuring Trust, there are still a certain number 
of empirical challenges in measuring distrust at the individual level, which may require additional efforts, including, for 
example, enhanced sampling and focus groups.
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SUMMARY

Public services, such as primary health care and education, have important consequences for social 
welfare and economic development . However, the quality of service delivery across the world is uneven . 
To improve it, practitioners require evidence to understand what is driving outcomes in education and 
health, such as student learning and the prevalence of chronic diseases . Measures of service delivery 
(MSDs) provide objective measurements of the quality of public service delivery . These indicators offer 
a granular view of the service delivery system, providing actionable insights into different parts of the 
delivery chain: from the physical infrastructure to the knowledge of frontline providers . This chapter pro-
vides an outline for how to conceptualize, measure, and disseminate MSDs, leveraging the institutional 
expertise of teams of practitioners at the World Bank . It offers actionable steps and advice that aim to 
connect practitioners to wider global efforts to improve the quality of public service delivery .

This chapter’s authors are World Bank staff. Kathryn Andrews is a health economist in the Health, Nutrition, and Population Global 
Practice. Galileu Kim is a research analyst in the Development Impact Evaluation (DIME) Department. Halsey Rogers is a lead economist 
in the Education Global Practice. Jigyasa Sharma is a health economist in the Health, Nutrition, and Population Global Practice. Sergio 
Venegas Marin is an education economist in the Education Global Practice.

CHAPTER 29

Government Analytics 
Using Measures of Service 
Delivery
Kathryn Andrews, Galileu Kim, Halsey Rogers, Jigyasa Sharma, and 
Sergio Venegas Marin

ANALYTICS IN PRACTICE

 ● Measures of service delivery (MSDs) are objective measures of different parts of the public service 
delivery system. These indicators provide a granular view of the entire process of service delivery. MSDs 
measure the quality of the delivery of public services, such as primary health care and  education. In 
addition to measuring welfare outcomes, measures should focus on different parts of the service  delivery 
system, such as physical capital (for example, hospitals and schools) and human capital (for example, 
the knowledge of practitioners). Management practices play an important role in translating physical 
infrastructure and human capital into patient and student outcomes.
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 ● Designing MSDs allows practitioners to specify the dimensions of service quality and construct measures 
to identify how well services perform in each one of them. Developing MSDs for primary health care 
and education requires considering and defining what dimensions will be used to measure the quality of 
public services. For example, a personnel dimension may measure absence rates for teachers and doctors.1 
Another dimension may be the availability of learning materials in schools and medical supplies in health 
facilities. There is a variety of conceptual frameworks and indicators to draw from. For health MSDs, 
practitioners may build on the existing frameworks described by The Lancet Global Health Commission 
(Hanson et al. 2022) or the World Health Organization’s “building blocks” framework (WHO 2010).

 ● The implementation of MSDs should follow a sequential structure, from defining a conceptual frame-
work around measurements of the quality of public services to disseminating findings to government 
stakeholders and citizens. Generally, the first step in the implementation process is defining a conceptual 
framework and securing institutional support. The next step is identifying what will be measured: the 
indicators of interest; the questions to be asked; and to whom, where, and with what frequency they will 
be asked. After defining these indicators, practitioners should develop a rollout strategy for the actual 
data collection, which could include procuring a survey firm or developing a specific management 
information system for health care or education. After the data are collected, they should be validated, 
processed, and transformed into indicators. The final step is crucial: the resulting MSDs should be clearly 
articulated to stakeholders and disseminated widely, both within the government and to citizens.

 ● While practitioners may develop MSDs independently, the development of objective measurements to 
improve public services is part of a global agenda. Connecting to this broader movement allows practi-
tioners to learn from other governments’ experiences. Engagement with global partners can also acceler-
ate the design and implementation of MSDs. This global engagement can raise awareness of the relative 
standing of countries through benchmarking exercises, as well as facilitate knowledge exchange.

 ● MSDs should be subject to constant revision, as the understanding of quality in service delivery evolves. 
Indicators should also respond to new and unexpected demands. MSDs should evolve according to the 
changing policy objectives of stakeholders and citizens. Adaptations in measurement methodologies 
reflect an ongoing dialogue between policy makers, citizens, and the practitioners responsible for pro-
ducing these indicators. As the COVID-19 (coronavirus) pandemic has highlighted, moments of crisis 
may generate demand for additional indicators, such as the availability of vaccines and the impact of 
school shutdowns on student learning.

INTRODUCTION

Governments are responsible for the delivery of public services in primary health care and education, the 
foundations of public health and student learning.2 It is well established in the development community that 
these services have immediate and important consequences for citizens who depend on them. Children rely 
on education services to learn how to read and write (World Bank 2018), and, as the COVID-19 pandemic 
has highlighted, access to health services can often determine whether patients recover from severe infec-
tions (Gatti et al. 2021). However, these same reports highlight the uneven quality of these services (Andrews 
et al. 2021). While some citizens may receive high-quality services, with positive impacts on welfare out-
comes such as learning and health, others do not. What can practitioners do to improve the quality of these 
services? How can one measure changes in the quality of service? And what policy levers are available to 
change them?
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We first note that public services are the outputs of a complex service delivery system. This system 
includes a range of inputs and processes. First, policies define how the service delivery system is structured 
and accessed: policies prescribe who is eligible to receive these services and establish processes to select 
service providers, such as teachers and nurses. These de jure policies lay the institutional groundwork for 
service delivery, but de facto inputs are equally important. These inputs include the facilities necessary for 
the provision of these services, such as schools and clinics, and the materials necessary for daily operations. 
Human capital is also crucial: these are the practitioners responsible for teaching students, for diagnosis and 
treatment, and for using their knowledge and skills to provide these services. Finally, a range of processes 
and management practices—including referral systems, feedback mechanisms, and counseling—translate 
these physical and human resources into welfare outcomes.3

Measures of service delivery (MSDs) measure the quality of these different dimensions of service deliv-
ery. MSDs account for and measure multiple factors in the service delivery system, providing policy makers 
with a holistic and granular view of how public services operate. Measurement of these different factors of 
production allows practitioners to map out conceptually how each part of the production chain is faring 
and where improvements can be made (Amin, Das, and Goldstein 2007). MSDs not only allow practitioners 
to measure each part of the chain; they also uncover causal relationships. As noted by Amin, Das, and 
Goldstein (2007), one of the key contributions of MSDs is allowing practitioners and researchers to measure 
the impact of a policy intervention in a rigorous way. Given these potential benefits, how can practitioners 
develop these indicators?

In this chapter, we focus on two examples of MSDs: the Service Delivery Indicators (SDI) Health Survey 
and the Global Education Policy Dashboard (GEPD). Drawing on both teams’ expertise, we present an 
overview to practitioners on how to develop MSDs for primary health care and education, focusing on the 
facilities (schools and health facilities) in which these services are provided. Given this scope, we acknowl-
edge there are secondary and even tertiary levels and other public services that stand to benefit from better 
measurement (for example, social protection and transportation) and that the private sector often provides 
these crucial services as well.4 Nonetheless, we hope this chapter serves as an applied example for govern-
ment practitioners on how to develop, implement, and use MSDs to improve the quality of public services at 
a foundational level. We outline conceptual frameworks and indicators, as well as how to generate them from 
survey data. Additionally, we highlight the benefits of connecting to a global agenda to develop and improve 
these indicators of service delivery.

This chapter is structured as follows. First, we provide a conceptual framework to measure the quality 
of service delivery. Section three outlines practical steps for implementation, adapted from the experience 
of our practitioners. Section four outlines the broader global agenda for developing MSDs. Finally, we 
conclude.

AN OVERVIEW OF MEASURES OF SERVICE DELIVERY

Multiple global initiatives promote the use of MSDs. These include the World Bank’s Learning Poverty indi-
cator (World Bank 2021) and the Primary Health Care Performance Initiative (PHCPI).5 Table 29.1 provides 
an abridged list of key global initiatives in generating MSDs, highlighting other related measurement initia-
tives. For example, the World Health Organization (WHO) Service Availability and Readiness Assessment 
(SARA) and the United States Agency for International Development (USAID) Service Provision Assess-
ment (SPA) are similar initiatives to the SDI Health Survey. The revamped SDI Health Survey draws on best 
practices from both the SPA and SARA and goes a step further in the comprehensiveness of its domains of 
measurement and its patient-centered focus. 
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TABLE 29.1 Survey of Global Initiatives in Education and Health Care Delivery Indicators

Public service Initiative Description

Education Global Education 
Policy Dashboard 
(GEPD)

To help countries put an end to learning poverty, the World Bank’s Education Global Practice 
has developed and is supporting countries in the deployment of the GEPD . This new tool offers 
a strong basis for identifying priorities for investment and policy reforms that are suited to 
each country’s context . It does so by highlighting gaps between what the evidence suggests is 
effective in promoting learning and what is happening in practice in each system and allowing 
governments to track progress as they take action to close those gaps .

Service Delivery 
Indicators (SDI) 
Education

The SDI Education initiative collects data on service delivery in school facilities . It helps 
countries identify areas of progress and areas for improvement with potential lessons for 
progress within and between countries . Collected in close collaboration with the countries 
requesting a diagnostic, the data are used to assess the quality and performance of education . 
Since the initiative’s creation, the surveys used have evolved, and existing data sets have been 
harmonized to allow for country comparisons over time .

Systems Approach 
for Better Education 
Results Service 
Delivery (SABER SD)

The SABER SD tool was developed in 2016, in the Global Engagement and Knowledge Unit 
of the Education Global Practice at the World Bank, as an initiative to uncover bottlenecks 
that inhibit student learning in low- and middle-income countries and to better understand the 
quality of education service delivery in countries, as well as gaps in policy implementation . 
This school survey is aligned with the latest education research on what matters for student 
learning and how best to measure it . Its main purposes are to provide a mechanism to assess 
different determinants of learning through a diagnostic tool and to uncover the extent to which 
policies translate into practice .

Teach Early 
Childhood Education 
(ECE)

Teach ECE is a free classroom observation tool that provides a window into one of the less 
explored and more important aspects of a child’s education: what goes on in the classroom . 
The tool is intended to be used with children ages three to six and was designed to help 
countries, in particular low- and middle-income countries, monitor and improve teaching quality 
following the Teach Primary framework .

Learning Poverty 
indicator

This indicator brings together schooling and learning indicators: it begins with the share of 
children who haven’t achieved minimum reading proficiency (as measured in schools) and is 
adjusted by the proportion of children who are out of school (and are assumed not to be able 
to read proficiently) .

COVID-19: Monitoring 
the Impacts on 
Learning Outcomes 
(MILO)

The MILO project aims to measure learning outcomes in six countries in Africa in order to 
analyze the long-term impact of COVID-19 on learning and to evaluate the effectiveness of 
distance-learning mechanisms utilized during school closures . In addition, this project will 
develop the capacity of countries to monitor learning after the crisis .

Early Childhood 
Development (ECD)

The World Bank team has developed a suite of tools to measure childhood development 
and early learning quality, including the Anchor Items for Measurement of Early Childhood 
Development (AIM-ECD), a core set of items with robust psychometric properties across 
contexts for measuring preschoolers’ early literacy, early numeracy, executive functioning, 
and socioemotional development; Teach ECE, an observation tool that captures the quality 
of teacher-child interactions in preschools (see above); and the ECD COVID-19 Phone Survey 
to support countries in capturing the impacts of the pandemic on young children and their 
families .

Health care Service Delivery 
Indicators (SDI) 
Health

SDI Health provides a set of metrics for benchmarking service delivery performance in primary 
health care . The overall objective of the indicators is to gauge the quality of service delivery 
in basic health services measured at the health facility . The indicators enable the identification 
of gaps and the tracking of progress over time and across countries . It is envisaged that broad 
availability, high public awareness, and a persistent focus on the indicators will mobilize policy 
makers, citizens, service providers, donors, and other stakeholders for action to improve the 
quality of services and, ultimately, to improve development outcomes and social welfare .

Primary Health 
Care Performance 
Initiative (PHCPI)

The PHCPI developed a conceptual framework that describes important components of a 
strong primary health care system . It is intended to guide what should be measured to inform 
and drive efforts to improve primary health care . The framework is based on evidence about 
the key characteristics and determinants of strong primary health care systems, building 
on existing frameworks for health system performance . The selection of our core indicators 
and the creation of the PHC Vital Signs Profiles were informed by this framework . The data 
collected through SDI Health Surveys can be used to help create the PHC Vital Signs Profiles .

(continues on next page)
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These different approaches to measuring service delivery propose a conceptual framework for service 
delivery and how it should be measured. The common pillars of these conceptual frameworks are the follow-
ing policy objectives:

 ● Set priorities regarding improvements in service delivery.

 ● Identify strengths and gaps in delivery system performance.

 ● Identify knowledge gaps, where deeper diagnostics are needed.

 ● Monitor progress on the quality of services.

These policy objectives should guide practitioners in defining the relevant dimensions of quality they are 
interested in measuring. For example, a practitioner may prioritize improving the quality of student learning 
in a school. One potential indicator is Learning Poverty: the share of children who haven’t achieved minimum 
reading proficiency. This indicator helps identify the strengths and gaps in service delivery performance by provid-
ing objective benchmarks with which to compare student learning across schools. Deeper diagnostics may be 
required: are there particular age groups that are more vulnerable to low reading proficiency? Are there gender 
gaps that may be driving these results? Finally, a monitoring strategy allows governments to identify whether 
progress has been made. For example, the impact on student learning of a policy change such as improving access 
to school materials can be monitored by taking a baseline and endline survey measuring the indicator.

As practitioners explore these sets of questions, we recommend that they draw upon the international 
experience of other teams that have developed both conceptual and methodological frameworks to address 
them. For example, the World Development Report 2018 (World Bank 2018) provides an array of tools that 
focus on measuring student learning deficits across the world, and The Lancet Global Health Commission 
on High-Quality Health Systems in the SDG Era (Kruk et al. 2018) provides guidance on how measurement 
efforts can improve the quality of health care services.6 As the World Development Report 2018 argues, mea-
surement makes visible otherwise “invisible” quality deficits in the delivery of educational services. However, 
while objective measures are necessary, they are not in themselves sufficient to improve the quality of public 
services. These indicators “must facilitate action, be adapted to country needs, and consist of a range of tools 
to meet the needs of the system” (World Bank 2018, 91).

This section provides an overview of how MSDs are conceptualized and measured. We divide our dis-
cussion into education and health care, corresponding to two distinct but analogous approaches to measur-
ing the quality of public service delivery. We draw on the experience of teams at the World Bank who have 

TABLE 29.1 Survey of Global Initiatives in Education and Health Care Delivery Indicators 
(continued)

Public service Initiative Description

Health care
(continued)

Service Availability 
and Readiness 
Assessment (SARA)

SARA is a health facility assessment tool designed to assess and monitor service availability and 
the readiness of the health sector and to generate evidence to support the planning and managing 
of a health system . SARA is designed as a systematic survey to generate a set of tracer indicators 
of service availability and readiness . The survey’s objective is to generate reliable and regular 
information on service delivery (such as the availability of key human and infrastructure resources); 
on the availability of basic equipment, basic amenities, essential medicines, and diagnostic 
capacities; and on the readiness of health facilities to provide basic health care interventions 
related to family planning, child health services, basic and comprehensive emergency obstetric 
care, human immunodeficiency virus (HIV), tuberculosis, malaria, and noncommunicable diseases .

Service Provision 
Assessment (SPA)

The SPA survey is a health facility assessment that provides a comprehensive overview of a 
country’s health service delivery . The SPA looks at the availability of health services; the extent to 
which facilities are ready to provide health services (do they have the necessary infrastructure, 
resources, and support systems?); the extent to which service delivery processes meet accepted 
standards for quality of care; and the satisfaction of clients with the service delivery environment .

Source: Original table for this publication .



THE GOVERNMENT ANALYTICS HANDBOOK634

developed and implemented MSDs, as well as other global efforts that have promoted the use of objective 
measures to improve the quality of service delivery. We present these conceptual frameworks as concrete 
examples for practitioners interested in developing their own MSDs. Practitioners should bear in mind that 
these frameworks are neither exhaustive nor prescriptive. We draw from two programs, the SDI Health 
Survey and the GEPD, to explain what these conceptual frameworks are, why they came to be, and how prac-
titioners may draw on them to develop their own MSDs.

SDI Health Survey Conceptual Framework 

The SDI Health Survey is a nationally representative, health facility–based survey that measures the quality 
of delivery of primary health care services as experienced by citizens across the world.7 Since its inception 
in 2008, the objective of the SDI Health Survey has been to improve the monitoring of service delivery to 
increase public accountability and good governance, as well as targeted interventions through objective 
measurement of the quality and performance of health services. SDI Health Surveys have been completed in 
several countries in Africa, including Kenya, Madagascar, and Mozambique (see figure 29.1), and the survey 
has recently expanded to South Asia (Bhutan), Europe and Central Asia (Moldova), and the Middle East and 
North Africa (Iraq).

To accomplish this objective, the SDI Health Survey team originally developed a conceptual framework 
that allowed practitioners to measure the quality of health service delivery. As outlined in Gatti et al. (2021), 
the first generation of SDI Health Survey content was based on three dimensions, with corresponding topics 
and associated indicators, as illustrated in table 29.2.

Recently, there has been a push to reimagine how the SDI Health Survey measures the quality of 
services. In particular, the conceptual framework has been expanded to focus on processes of care and 
person-centered outcomes (such as patients’ experience, including wait time and expenditures incurred). 
Additional measures have been included to measure job satisfaction and the broader work environment 
as experienced by health care providers. Finally, given the increasing salience of public health crises, 
measurements of facilities have been expanded to gauge levels of preparedness for pandemics and disaster 
scenarios. We provide an overview of the updated conceptual framework and questionnaire modules in 
figure 29.2.

Both table 29.2 and figure 29.2 present the wide array of health service delivery measurement top-
ics available to practitioners. At the same time, they highlight how foundational concepts—facilities, 
providers, and patients—can provide a basis to measure the quality of service delivery. Practitioners are 
encouraged to define policy objectives as outlined at the beginning of this section. For example, a practi-
tioner may prioritize increasing equipment and supplies at the facility level. The SDI Health Survey helps 
identify strengths and gaps in the delivery system. Certain regions may lag behind others in the availabil-
ity of these inputs, raising questions as to what is driving this limited availability. Deeper diagnostics may 
suggest a correlation between regions with lower workforce training and lower equipment availability. The 
impact of a policy intervention to increase the capacity building of staff may be measured by follow-up 
SDI Health Surveys.

The Global Education Policy Dashboard Conceptual Framework

The GEPD builds on a set of nationally representative surveys that measure the quality of educational 
services and learning outcomes, including the SDI Education Survey.8 Since its initial development in 2019, 
the GEPD has outlined its goal to measure and highlight the key drivers of learning outcomes, connecting 
all parts of the production chain. It provides a systemic overview of the drivers of learning, focusing on key 
dimensions of the educational system, such as teachers and the policies overseeing them. GEPD projects 
have been completed in Rwanda, Jordan, and Peru, with ongoing implementation in other countries in 
Africa (Ethiopia and Mozambique), as well as plans for expansion into other regions.
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The GEPD identifies three key dimensions driving learning outcomes: practices (or service delivery), 
policies, and politics (figure 29.3). The practices dimension is further divided into four topics: teachers, 
learners, school inputs, and school management. Because the GEPD also provides indicators for learning, it 
offers a holistic view of the educational system, connecting outcomes (learning) to their drivers. A total of 
39 indicators have been developed to measure these different dimensions. Examples of indicators, as well as 
their associated topics and dimensions, are provided in table 29.3.9

FIGURE 29.1 MSD Health Indicators for a Selection of Countries in Africa

Source: Screenshot of Service Delivery Indicators Health, Interactive Results dashboard, https://www .sdindicators .org/ .
Note: MSD = measures of service delivery .

https://www.sdindicators.org/�
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FIGURE 29.2 Updated Conceptual Framework and Questionnaire Modules for the Service 
Delivery Indicators Health Survey
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Source: Original figure for this publication .

TABLE 29.2 Indicators in the First Service Delivery Indicators Health Surveys

Dimension Topic Indicators

Provider effort Provider absence Share of a maximum of 10 randomly selected providers absent 
from the facility during an unannounced visit

Caseload per health provider Number of outpatient visits per clinician per day

Provider’s 
knowledge and 
ability

Diagnostic accuracy Percentage of correct diagnoses provided in a selection of five to 
six clinical vignettes

Treatment accuracy Percentage of correct treatments provided in a selection of five 
to six clinical vignettes

Management of maternal and neonatal 
complications

Number of relevant treatment actions proposed by the clinician

Inputs Medicine availability Percentage of 14 basic medicines that were available and in 
stock at the time of the survey

Equipment availability Availability and functioning of a thermometer, stethoscope, 
sphygmomanometer, and weighing scale

Infrastructure availability Availability and functioning of an improved water source, an 
improved toilet, and electricity

Source: Adapted from Gatti et al . 2021 .
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FIGURE 29.3 Dimensions of the Global Education Policy Dashboard
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Source: Global Education Policy Dashboard website, https://www.educationpolicydashboard.org/.

We provide an example of how to apply the GEPD indicators to achieve policy objectives. A practitioner 
may prioritize improving the attraction of teachers. Survey data suggest that while respondents in general 
perceive recruitment of teachers as meritocratic, the financial incentives of positions are viewed less favor-
ably. A deeper diagnostic shows that these negative perceptions of financial incentives are concentrated 
among respondents in urban areas, where exit options may be more attractive. As a result, policy makers 
propose an additional financial bonus for teachers in competitive urban areas. Follow-up surveys monitor 
the impact of this policy change on the teacher attraction indicator.

As can be seen from the SDI and GEPD examples, contemporary conceptual frameworks provide a holis-
tic assessment of public service delivery. These frameworks include indicators on multiple dimensions, such 
as workforce, management practices, and welfare outcomes or user experience. As a result, MSDs provide 
practitioners with granular information on different parts of the delivery chain, enabling targeted interven-
tions. Additionally, granularity allows practitioners to explore causal relationships between dimensions—for 
example, how worker satisfaction impacts student learning. A holistic assessment of public service delivery 
therefore serves an important role in better understanding and improving the quality of public service.

PRODUCING MEASURES OF SERVICE DELIVERY

Equipped with a conceptual framework, the next step for practitioners is the actual measurement of  service 
delivery. Within the scope of this chapter, our primary focus is on facility surveys, although the GEPD 
includes measurements of additional factors, including politics and policies, which are measured through 

https://www.educationpolicydashboard.org/�
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TABLE 29.3 Global Education Policy Dashboard Indicators

Dimension Topic Indicators

Learning Proficiency on 
GEPD assessment

Each question on the fourth-grade student assessment is scored as one point . The indicator reports 
the fraction of students scoring at least 20 out of 24 points on the fourth-grade language assessment 
and at least 14 out of 17 points on the math assessment .

Learning Poverty 
indicator

The Learning Poverty indicator, as reported in the Learning Poverty Database, captures schooling and 
learning at the end of primary school .

Teacher content 
knowledge

This indicator measures the percentage of teachers scoring at least 80 percent correct on the teacher 
assessment . In this assessment, each question is worth one point .

Instructional 
leadership

A score of one to five is assigned based on the presence of four practices as reported by teachers . 
The four practices, which are given equal weight, are the following:

 ● Had a classroom observation in past year
 ● Had a discussion based on that observation that lasted longer than 30 minutes
 ● Received actionable feedback from that observation
 ● Had a lesson plan and discussed it with another person .

Policies Teaching—
attraction

A score of one to five is assigned based on five factors . Each factor receives an equal weight in terms 
of possible points (0 .8) . The factors are the following:

 ● Job satisfaction
 ● Community satisfaction
 ● Perceived meritocracy
 ● Financial incentives
 ● Absence of salary delays .

School 
management—
evaluation

A score of one to five is assigned based on four factors . Each factor receives an equal weight in terms 
of points . The factors are the following:

 ● Reported evaluation in the past year (1)
 ● Reported multiple evaluation criteria (1)
 ● Reported consequences for negative evaluation (1)
 ● Reported consequences for positive evaluation (1) .

Politics Characteristics of 
bureaucracy

A score of one to five is assigned based on four factors . Each factor has been given an equal weight . 
Each factor is based on a set of three to four questions, each scored one to five . For each factor, the 
average score across the questions is determined . To construct the total score, the average is taken 
of the four factor scores . The factors include the following:

 ● Knowledge and skills
 ● Work environment
 ● Merit
 ● Motivation .

Impartial decision-
making

A score of one to five is assigned based on four factors . Each factor has been given an equal weight . 
Each factor is based on a set of three questions scored one to five . For each factor, the average score 
across the three questions is determined . To construct the total score, the average is taken of the four 
factor scores . The factors include the following:

 ● Politicized personnel management
 ● Politicized policy making
 ● Politicized policy implementation
 ● Employee unions as facilitators .

Source: Adapted from GEPD 2021b .

surveys of public officials (discussed in detail in part three of The Government Analytics Handbook). Facility 
surveys are only one of many different, important ways of measuring service delivery. Many things are not 
measured by visiting facilities: children who do not attend schools are not included, clients who do not visit 
clinics are not included, and central-governance-level issues, such as national policies or district-level pro-
tocols, are not measured. In this section, we provide guidelines on how practitioners can move forward and 
generate their own MSDs at the facility level. 

We divide the production of facility-based MSDs into four stages: design, implementation, analysis, and 
dissemination. This section is filled with practical advice on how our teams have engaged in the rollout of 
MSDs (we have drawn especially on GEPD [2021a] and SDI [2019]). Practitioners are invited to adapt these 
implementation guidelines to their own contexts and needs.
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Design: Stakeholder Engagement and Survey Instrument

The first step is securing engagement and institutional support from MSD stakeholders. Depending on 
the target public service, these stakeholders may vary. Once the indicators are produced, who will con-
sume these data? Where in public administration would these indicators have a maximal impact? These 
questions should help practitioners identify relevant actors. For education, stakeholders may include the 
ministry of education, subnational governments responsible for providing these services, and civil society 
organizations, such as teacher associations. For health care, potential stakeholders would be the ministry 
of health, development partners (such as the WHO and UNICEF), and heads of clinics and hospitals, among 
others. Stakeholder engagement should guide the selection of relevant dimensions and indicators: what spe-
cific actions are expected to change because of the MSDs?

Practitioners are encouraged to assess trade-offs: broader coverage in terms of dimensions can come 
at the expense of depth in particular dimensions—such as teacher skills—that may be of greater interest to 
stakeholders. Perhaps resources are constrained, and engaging in a full-fledged survey is not feasible. If this 
is the case, practitioners may have to select a few dimensions that are considered priorities by stakeholders. 
However, this selectiveness implies a cost: the SDI Health Survey and the GEPD dimensions speak to one 
another and allow for data triangulation to get a comprehensive picture of the service across key domains. 
The selection of dimensions may also compromise international benchmarking for mutual learning, which 
requires comparability between and within countries.

Finally, practitioners should define the level of representativeness of the survey. In some cases, a 
nationally representative survey will suffice, reducing the burden and cost of implementation. Such 
statistics are useful for national policy makers to formulate broad changes to the service delivery 
system as a whole. For example, if there are systemic issues in the distribution of facility inputs, such 
as schoolbooks, national statistics allow for a broad response. In other contexts, subnational variation 
in the quality of service may be of interest and is a powerful complement to national statistics. Often, 
the problems facing subnational regions differ, with some regions requiring facility inputs and others 
requiring staff training. Gaining this greater degree of granularity requires a different sampling strat-
egy. For example, the GEPD strategy follows stratified random sampling, defining strata as subnational 
regions and ensuring that all relevant geographical divisions are included. The “GEPD Technical Note” 
(GEPD 2021b) covers other specifications, such as survey weights and power calculations, as well as 
data collection and quality checks.

Implementation: Training and Data Collection

Once the design phase is completed, the production cycle moves to implementation. Both SDI and GEPD 
teams use in-person surveys to undertake their assessments. There are important benefits to practitioners 
interested in measuring service delivery quality at the facility level in directly collecting data through field 
surveys, rather than relying on administrative data alone. Administrative data are often unreliable, in par-
ticular for areas of the country in which information systems are not widely available, as is often the case in 
rural facilities. Additionally, administrative data may be subject to misreporting, whereas enumerators serve 
as third-party observers. Finally, surveys can complement the development of robust information systems, 
providing actionable data for a fraction of the time and cost.10 Data collection may either be done in-house 
or through public procurement of a survey firm.

Note that only if the accuracy of the data is guaranteed can practitioners generate robust analytical 
insights through indicators.11 Otherwise, indicators will reproduce the biases and inaccuracies of the data, 
providing stakeholders with faulty evidence for policy making. Data accuracy relies on a robust, well-
adapted, and piloted survey tool; high-frequency and sense checks; and data validation procedures, such as 
revisits or callbacks, to samples of the same facilities. These data validation procedures include verifying the 
time of submission of survey responses, the length of interviews, and systematic missingness in variables, 
among other checks.12
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Both the GEPD and the SDI Health Survey engage in the automation of data collection, which is 
enabled by the use of Survey Solutions, an open-source tool available free of charge.13 This has improved 
data quality over the past decade, as electronic data collection technologies have improved and become 
more pervasive. These technologies make real-time monitoring of data quality—through high-frequency 
checks and data quality warnings—easier to implement. Chapter 5 of the Handbook outlines a variety of 
protocols to ensure data quality, such as enumerator training and high-frequency checks on every batch of 
data, typically every day.

One innovation that both the SDI Health team and the GEPD leverage is the combination of announced 
and unannounced visits.14 The former allows for a more thorough discussion of topics for which the ser-
vice delivery providers need to prepare materials and information. Unannounced visits, on the other hand, 
enable practitioners to identify behaviors or practices that frontline providers or facility managers may have 
an incentive to either conceal or misreport, as well as those that may be disrupted by conducting a survey. 
The goal is not to reprimand providers or identify evidence of misconduct but rather to provide a more accu-
rate assessment of the practices that occur during an average day of public service delivery. For example, one 
of the indicators collected by the SDI Health and Education Surveys is the health care or education provider’s 
presence or absence during an unannounced visit.

Analysis: Data Validation and Production of Indicators

Once the data have been collected by enumerators, the next step is validating the data, cleaning them, ana-
lyzing them, and generating indicators. Data validation should ideally be conducted in an automated fash-
ion, where checks are encoded into relevant software and thus replicable in other settings. For example, the 
GEPD leverages open-source statistical software called R to validate the data collected in a documented and 
replicable way.15 Data validation and processing are often challenging, in particular when in-house data anal-
ysis capacity may be more limited. In these contexts, we encourage practitioners to access different resources 
that document best practices in survey analysis, such as DIME Analytics (Bjärkefur et al. 2021). Chapter 5 of 
the Handbook provides additional information on this program.

Once data have been thoroughly validated and cleaned, the indicators can be generated. Again, where possible, 
these indicators should be generated through replicable steps, preferably using open-source software.16 However, 
other statistical software, such as Microsoft Excel, may be capable of generating the relevant indicators. The crucial 
step is that the process for generating the indicators be documented, transparent, and replicable.

Dissemination: Stakeholder Presentations and Wider Communication Efforts

The final step in the production cycle for MSDs is the dissemination of the results to stakeholders, as well 
as wider communication efforts. In general, we have found that interactive dashboards are an important 
component of MSD dissemination. Dashboards allow for intuitive visualization of the different dimensions 
of public service and empower stakeholders to interact with the data at a greater level of granularity than 
static reports. For an example, see figure 29.4.17 Practitioners may click on different dimensions and obtain 
additional information for particular indicators. Colors allow users to identify where in the public service 
delivery chain more attention is needed.

An important feature of the GEPD is that it goes beyond the measurement of the indicators, providing 
visual feedback on each indicator to guide policy making at a granular level.18 The feedback comprises three 
colors: red (needs improvement), yellow (caution needed), and green (on target). This visual feedback allows 
policy makers to immediately identify topics in which additional work is needed, as well as policy areas in 
which targets have been met (figure 29.4). This action-oriented visualization allows practitioners to design 
their educational policy with an intuitive and evidence-based approach.

This systematic view, with diagnostics associated with each topic, also allows practitioners to hone in on 
specific areas that require further development. For instance, in figure 29.4, we find that Peru has done quite 
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FIGURE 29.4 Example of Global Education Policy Dashboard

Source: Screenshot of GEPD dashboard, https://www.educationpolicydashboard.org/practice-indicators/per.

well in management practices at the school level. However, teachers’ skills require more attention: in partic-
ular, pedagogical skills and content knowledge. Thus, practitioners can prioritize certain areas over others, as 
they gather granular and actionable evidence on how indicators are faring.

While dashboards may be helpful for consumption within the government, a wider audience can be 
reached by organizing events where the MSDs are revealed to the public. The main findings of the MSDs 
should be presented by stakeholders and the implementation team, fostering accountability and transpar-
ency. Additionally, facilities that were interviewed could be given both the survey results and actionable 
steps they can take to improve their indicators, as well as recognition for areas in which they are successful. 
As noted in chapter 26 of the Handbook, governments should move beyond survey indicators by providing 
immediate feedback to facilities and civil servants.

A GLOBAL EFFORT TO IMPROVE PUBLIC SERVICES

So far, this chapter has outlined some key considerations in measuring public sector service delivery in 
primary health care and education, as described by experts in the SDI Health and GEPD teams. These teams 
are part of a wider community of practice on generating measures to improve public service delivery, and we 

https://www.educationpolicydashboard.org/practice-indicators/per�
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encourage practitioners to connect to other global efforts. By engaging with this global community, govern-
ments can benefit from knowledge exchange with international organizations, as well as other practitioners 
pursuing similar initiatives. 

Harmonizing surveys and producing indicators that can be benchmarked to other countries 
provides practitioners with objective standards against which to measure themselves—to help them 
understand, for instance, whether an enrollment rate is particularly high or low. If multiple countries 
have fielded similar surveys, a country team can take an indicator and compare it to other countries 
with similar educational  systems and levels of economic development. Additionally, global indicators 
on public service delivery  provide a public good that can be shared and accessed by communities of 
practitioners across the world.

The SDI and the GEPD are key players in the global movement to generate MSDs, with tools and 
expertise to help in this endeavor. Connecting to these global initiatives enables practitioners to capitalize 
on decades of experience, tools, and technical expertise that teams (like those in the World Bank) can offer 
to help optimize the long-lasting impact of these endeavors. An important exercise that global engagement 
enables is international benchmarking, which helps practitioners understand how well their countries are 
performing relative to others. Benchmarking exercises allow countries to quantify how far they may be from 
the frontier and to learn from the best in class what they can do to improve it. 

This global community also makes available teams of education and health service delivery experts that 
can guide practitioners through the implementation of MSDs and accelerate rollout. Located in the World 
Bank’s Education Global Practice and Health, Nutrition, and Population Global Practice, global experts 
provide technical assistance to practitioners interested in developing MSDs. While production cycles vary, 
the entire process from design to dissemination generally takes around one year. The costs vary as well but 
average US$100,000–US$400,000, based on country experiences. 

Practitioners are encouraged to reach out to the SDI Health team for further details.19 The materials and 
services provided by the SDI Health team include the following:

 ● Standardized health facility survey materials, field manuals, training materials, and suggestions for 
 adaptation of the survey instrument

 ● Technical guidance on survey design and sampling strategy

 ● Assistance with quality control during data collection

 ● Capacity building for governments to generate and disseminate MSDs.

The GEPD provides similar services. It builds on the MSD framework but also leverages insights from 
other initiatives within the World Bank, such as the Systems Approach for Better Education Results (SABER) 
(World Bank 2020) and the Global Survey of Public Servants (GSPS).20 Both the SDI Health Survey and the 
GEPD share a focus on capacity building, providing practitioners with the tools and resources necessary 
to reproduce conceptual and methodological frameworks on the ground. This approach ensures the co- 
ownership of results and operational relevance.

CONCLUSION

This chapter has argued that MSDs provide governments with tools to measure and improve the quality of 
public service delivery. MSDs increase the accountability of governments because stakeholders gain access 
to objective measures of how public services are operating. Both the GEPD and the SDI Health Survey can 
provide governments with a systematic overview of service delivery, unpacking welfare outcomes—student 
learning and health care—as well as the different chains of delivery. We have also presented a step-by-step 
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guide to producing MSDs, drawing on the experience of teams at the SDI Health Survey and GEPD 
 programs at the World Bank.

However, measurement alone is not enough to improve the quality of public services. MSDs need 
to be linked directly to stakeholders who can enact change in the delivery system. The broader public 
has to be made aware of the results as well. Moreover, as emphasized in chapter 4 of the Handbook, 
measurement is not a substitute for the proper management of services. With these caveats in mind, 
MSDs can allow practitioners and the broader research community to better understand the drivers of 
health and education outcomes. These efforts are part of a global agenda: we encourage readers to learn 
more from the publicly available resources listed here and, if interested, to reach out to relevant expert 
teams.21

Improving the quality of service delivery is a complex endeavor. As the COVID-19 pandemic has high-
lighted, unexpected crises can have profound consequences for the quality of health care and educational 
services. MSDs should be responsive to these sudden changes, as well as more gradual, evolving needs. 
Rather than ends in themselves, indicators should be used as tools to improve what ultimately matters: the 
lives of citizens who rely on public services.

NOTES

 1. This chapter uses the neutral term absence rather than absenteeism; the focus in the surveys is on the effect of provider 
absence on the quality of service delivery rather than on assigning blame to providers, who may be absent for reasons that 
are out of their control.

 2. Primary health care, which was enshrined in the World Health Organization’s Alma-Ata Declaration, includes essential 
services in health care, such as prenatal care and basic diagnostics. Primary education refers to pre-secondary education, 
including primary and middle school.

 3. For an overview of these different dimensions in primary health care, see Andrews and Sharma (2021).
 4. Additionally, there are often cases in which citizens still lack access to the basic services of health care and education. As 

a result, any improvements in these services may fail to improve their lives. Ensuring that broad access to these services 
develops in parallel with improvements in their quality is therefore crucial.

 5. Further information about the PHCPI is available at the initiative’s website, https://improvingphc.org/. 
 6. We highly recommend chapter 4 of the World Development Report 2018, “To Take Learning Seriously, Start by 

Measuring It.”
 7. To learn more about this program, see the SDI website, https://www.sdindicators.org/.
 8. The GEPD School Survey builds on the following surveys: the Service Delivery Indicators (SDI) Survey, on teachers 

and inputs/infrastructure; Teach, on pedagogical practice; the Global Early Child Development Database (GECDD) 
and the Measuring Early Learning Quality and Outcomes (MELQO) initiative, on the school readiness of young 
children; and the Development World Management Survey (DWMS), on management quality. The GEPD also includes 
data on public officials from the Survey of Public Servants. For additional details, see the GEPD website, https://www 
.educationpolicydashboard.org/.

 9. For a complete presentation and discussion of the indicators, see GEPD (2021b). 
10. For a broader discussion of information systems, refer to chapter 9.
11. This is a similar argument to the one presented in chapter 9.
12. Examples of these checks for the GEPD can be found in the RMD file “School Data Quality Checks,” located in the School 

folder in the Master Code directory in the GEPD repository in the World Bank’s GitHub repository, available at https://
github.com/worldbank/GEPD/blob/master/Master_Code/School/school_data_quality_checks.Rmd (latest commit 
September 24, 2019).

13. For more information, see the Survey Solutions website, https://mysurvey.solutions/en/.
14. The GEPD team provides a two-week window in which the visit will take place but does not disclose the precise date.
15. R is freely available at https://cran.r-project.org/. The entire GEPD repository and code is available in the World Bank’s 

GitHub repository at https://github.com/worldbank/GEPD (latest commit February 23, 2023).
16. The GEPD also makes available the code generating the indicators in the Indicators folder in the GEPD repository in the 

World Bank’s GitHub repository, available at https://github.com/worldbank/GEPD/tree/master/Indicators (latest commit 
January 13, 2023).
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17. The dashboard is available on the GEPD website at https://www.educationpolicydashboard.org/practice-indicators/per.
18. This is similar to the visual feedback provided by the Employee Viewpoint Survey Analysis and Results Tool (EVS ART), a 

dashboard described in chapter 9, case study 9.3, and in chapter 26 of the Handbook.
19. The SDI Health team can be contacted at sdi@worldbank.org.
20. For more information on the Global Survey of Public Servants (GSPS), see its website, https://www.globalsurveyofpub-

licservants.org/.
21. The GEPD team can be contacted at educationdashboard@worldbank.org. The SDI Health team can be contacted at sdi@

worldbank.org. 
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SUMMARY

This chapter aims to present an overview of how anthropologists study bureaucracy and why that 
approach has value to the World Bank and its interlocutors . Anthropologists are most commonly associ-
ated with immersive ethnographic methods, such as participatory observation . In this chapter, we describe 
those methods and their usefulness, but we also highlight the heterogeneity of the empirical materials 
that anthropologists draw upon . The chapter makes the case that, while the ethnographic approach of 
anthropologists might sometimes be perceived as “messy” or “unstructured,” in fact, the efforts of anthro-
pologists are motivated by an abiding concern with empirical rigor—a refusal to ignore any sort of data 
or to content oneself with a single view of such a multifarious thing as bureaucracy . This is to say that an 
anthropological approach is a holistic one, which envisions bureaucracy as a rich, multidimensional world .

CHAPTER 30

Government Analytics 
Using Anthropological 
Methods
Colin Hoag, Josiah Heyman, Kristin Asdal, Hilde Reinertsen, 
and Matthew Hull

ANALYTICS IN PRACTICE

 ● Study the bureaucratic process or organization you are interested in holistically by observing all aspects 
of it: engage with the staff who are involved at every level of the organization, from senior officers to 
low-level staff and contractors, and with different demographic groups; study everyday documents; and 
watch how officials interact. Observe every part of what they do at work holistically, from their interac-
tions in corridors and meetings to the protocols they observe in their relationships. Processes or organi-
zational outcomes may be shaped by forces outside of those that the analyst presupposes.

 ● Develop relationships with a variety of people and have open-ended conversations about their work as 
well as about unrelated issues to understand their values and perspectives.
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 ● Engage in participatory observation by observing government activities in person as they unfold. 
This practice can capture activities that may be so routine that they go unnoticed by public officials and 
are not self-reported in surveys. Practitioners should talk with those involved in government processes, 
both public officials and clients, as they participate in them. When attending meetings, practitioners 
should examine them as a form of social engagement where formal and informal rules preside and the 
process of forming consensus is revealed. Practitioners should likewise examine not only the content of 
documents but how they are developed and circulated and how they seek to further broader policy goals.

 ● Aim to collect the widest practical range and amount of data, both qualitative and quantitative, even if it 
cannot be easily standardized. Data may be gleaned from studying aspects of everyday life: the way docu-
ments are read; meetings are run; and policies, media, and whatever else are perceived as relevant. There 
is a trade-off in all analyses between standardization and holistic measurement. Ensure a role for holistic 
measurement in your approach.

 ● Study the heuristics, interactions, scope for discretion, and microscopic decisions that affect the gap 
between stated policy goals and the actual work being carried out by public officials. Real-world mani-
festations of policy depend on the decisions of individual officials about how to interpret broader policy 
goals. Using the words and actions of officials, practitioners should aim to determine which factors con-
tribute to how officials make decisions and prioritize tasks. In this process, consider that these decisions 
may result from learned behaviors and rationales that require extensive effort to change.

 ● Revise research questions and the focus of analysis as the study progresses. As observation and insight 
reveal new lines of inquiry, practitioners should be open to shifting their questions and methods. The 
initial research plan (including the research questions and methods) should be considered provisional.

INTRODUCTION

This chapter aims to present an overview of how anthropologists study bureaucracy and why this approach 
has value to the World Bank and its interlocutors. Anthropologists are most commonly associated with 
immersive ethnographic methods, such as participatory observation. In the pages that follow, we describe 
those methods and their usefulness, but we also highlight the heterogeneity of the empirical materials that 
anthropologists draw upon.

An anthropological analysis might include an ethnographic rendering of the sights, sounds, spatial 
organization, and everyday life of a bureaucratic workplace. But it might also include a discourse analysis of 
policies that emanate from the federal government or “head office,” including the categories of persons and 
practices that those policies define, as well as a consideration of how such policies articulate with office life 
and bureaucrats’ professional fears, aspirations, and values. It could include an analysis of documents and 
other artifacts produced through bureaucratic labor and how these documents move within and beyond 
political and bureaucratic sites, or of the social interactions that give shape to office life, such as meetings, 
performance reviews, and dealings with clients. The world outside of the bureaucracy—after-work gather-
ings, access brokers hanging around the main doors of the office, or an individual bureaucrat’s living situa-
tion—might be as relevant to an anthropologist as the world within the office walls.

Anthropologists do not merely study bureaucratic activities at the “street level”; they examine practices 
from the bottom to the top of organizational hierarchies, as well as those who engage organizations from the 
outside. Anthropological work is especially attuned to the informal aspects of bureaucratic practices, but it 
also examines the surprising aspects and effects of formal policies and procedures.1 This chapter makes the 
case that, while the ethnographic approach of anthropologists might sometimes be perceived as “messy” or 
“unstructured,” in fact, the efforts of anthropologists are motivated by an abiding concern with empirical 
rigor—a refusal to ignore any sort of data or to content oneself with a single view of such a multifarious thing 
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as bureaucracy. This is to say that an anthropological approach is a holistic one, which envisions bureaucracy 
as a rich, multidimensional world.

The chapter is organized around four topics that capture this multidimensional approach, and which 
have been of particular focus to anthropologists. The first section, by Colin Hoag, covers the everyday life 
of bureaucratic institutions, showing why attention to informal practices and the flow of office life can be 
critical to understanding the workings of formal organizations. Second, Kristin Asdal and Hilde Reinertsen 
discuss bureaucratic documents, followed by Colin Hoag and Matthew Hull describing the significance 
of meetings to bureaucratic life. Finally, Josiah Heyman describes the anthropological approach to policy. 
Throughout, the aim is not to offer an encyclopedic account or to describe the state of the field but rather to 
show how anthropologists approach bureaucracy and why such an approach has value to policy makers. We 
hope to show why anthropological sensibilities might offer a meaningful guide for World Bank policy mak-
ing and for crafting goals and guidelines that are informed by culture, power, and everyday life.

EVERYDAY LIFE

Anthropology’s early interest in the exotic and non-Western has meant that anthropologists have been 
relatively quiet on the topic of bureaucracy when compared with sociologists and political scientists. This 
has changed dramatically in recent years, partly out of dissatisfaction with accounts of powerful institu-
tions from the outside. Commenting on research about the state in Africa, for example, the anthropologist 
Jean-Pierre Olivier de Sardan (2009, 39) explains, “It is easy to get the feeling that, for decades, journalists, 
politicians and many researchers, both Africans and Africanists, have been engaged in a relentless search 
for the ‘essence’ of the African state while neglecting to carry out a concrete analysis of the administrations, 
public services, bureaucratic system and relations between civil servants and the users of state services.” His 
point is emblematic of a broader commitment among anthropologists of bureaucratic institutions to develop 
an empirical record of how such organizations function. Their approach seeks to understand bureaucra-
cies as rich lifeworlds rather than organizational charts and protocols. Using anthropological methods of 
participant observation to understand how bureaucracies work leads to a fundamentally different picture of 
bureaucracy than is conventionally given by political scientists and public administrators.

A critical concept for anthropologists in general, and certainly for anthropologists of bureaucracy, is 
everyday life. The term refers to all those routine or unremarkable things that are so common they might 
even go unnoticed by bureaucrats, but which constitute the bulk of bureaucratic activity. Anthropology 
may have a reputation for caring about the exotic and about major cultural events, such as religious rituals. 
In fact, many anthropologists focus on the routine and quotidian aspects of culture. In the case of the civil 
service, anthropologists are likely to be less interested in the pronouncements of top administrators than the 
flow of ordinary events at the office. 

These anthropologists could be said to work in the tradition of scholars of public administration and 
organizational ethnography from the early 20th century, such as Chester Barnard. Those scholars sought 
to explain the role of informal practices to the functioning of formal rules. What factors determine why 
bureaucracies work in the ways they do? Do bureaucrats determine institutional practice, or are they con-
trolled by institutional rules and regulations? How do the effects of bureaucracies correspond to their stated 
aims? What factors other than formal rules and regulations (for example, institutional history or culture) 
influence bureaucrats? How do bureaucrats interpret or experience their work—the rules and reforms that 
guide them; the clients, bosses, or employees with whom they interact; and their own actions?

Accounting for this form of everyday life requires an immersive approach. Anthropologists employ par-
ticipant observation, a method that entails joining bureaucrats in their work and recording what bureaucrats 
do, as opposed to simply relying on their verbal or written responses to questions on a survey or interview 
protocol. This shift of focus helps to remedy well-established problems associated with biased self-reporting. 
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Instead of recording what bureaucrats say they do, anthropologists attempt to record what they actually 
do. Participant observation can appear haphazard and time-consuming, and it indeed entails a substantial 
amount of simply “hanging around” the office. However, the method opens up an experiential understand-
ing of bureaucracy while also allowing researchers to build rapport with the people they study.

Anthropologists seek to immerse themselves in bureaucratic worlds, aiming to understand what it feels 
like to do bureaucratic work, based on the assumption that this feel—this embodied sense of office life—shapes 
how the formal rules governing an organization take shape. Are the sights and sounds of an office taxing? For 
a bureaucrat making repetitive but consequential decisions, this might lead to inconsistency (or, by contrast, a 
lack of attention and nuance to a given decision). Such an approach also highlights the heterogeneity of office 
life, rather than presuming that organizational culture encompasses all social life. For example, bureaucrats’ 
perceptions of different spaces within an institution might differ across lines of race, class, or gender.

Anthropological approaches through participant observation strive to provide this kind of texture to 
account for the institution as a heterogeneous place. An employee’s career trajectory or dissatisfaction with 
their pay could determine how they appreciate a given policy reform. One employee interviewed during 
research at the Department of Home Affairs in South Africa, for example, was particularly sour after having 
been relegated to a position she disliked for a full year. When asked about how she viewed a departmentwide 
reform initiative called the “turnaround strategy,” the official replied, “But why aren’t they turning around 
our salaries?” In short, a policy reform that makes perfect sense in strictly public administration terms might 
fail if it does not account for these everyday factors.

Anthropological approaches might also extend outside the organization to conceive of how office life 
“spills over” into other social spaces, such as happy hours or holiday parties. By contrast, they might also 
be interested in describing how outside events, such as party politics, kinship structures, or even football 
allegiances, shape the lived experience of working at the institution. At the South African Department of 
Home Affairs (see Hoag 2014), the architecture and materiality of office spaces were important factors that 
shaped how clients accessed government services. Though rarely (if ever) referenced in government reports 
about reforms and service delivery, client perceptions of the opacity of the government bureaucracy owed at 
least partly to the fact that office counters were literally opaque: covered with taped signs and notifications. 
The loud din of the waiting room made it hard for them to hear the requests of the bureaucrat, and this was 
a source of frustration for bureaucrats. Instructions for applicants were poorly documented on department 
websites, meaning that applicants often required multiple trips to the office. Some solicited the support of 
agents or immigration practitioners, private citizens who specialized in advising applicants about the process. 
Bureaucrats had developed relationships with these agents, and those relationships sometimes led bureau-
crats to treat applicants preferentially—for example, by excusing mistakes.

DOCUMENTS

Curiously, among the often-overlooked parts of everyday office life are the materials with which bureaucrats 
work: bureaucratic documents.2 Indeed, documents are everywhere, but despite their significance, we often 
speak of them in negative ways: as dusty and dull, piling up on a desk, put on a shelf, or placed in a drawer. 
Documents tend to symbolize inefficiency, inertia, and pointless bureaucracy. The word paperwork itself 
implies something that stands in contrast to real, hands-on, meaningful work. Yet if we dismiss documents 
in this way, we risk overlooking their fundamental importance. Not only are documents critical in our 
individual lives, paperwork is itself a defining feature of modern institutions (Asdal and Reinertsen 2022). 
Documents, be they physical or digital, are integral to organizational practices, shape organizational culture, 
and thoroughly shape and reshape our societies.3

Sometimes, documents are part of deep controversies. Just think of the reports from the United Nations 
Intergovernmental Panel on Climate Change (IPCC). These comprehensive reports, their production 
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process, and their reception and use are subject to intense public and political debate. But documents are 
also crucial in producing trust, consensus, and agreement. In fact, documents are often also, quite literally, 
agreements. Other documents, such as governmental budgets, have a perhaps less visible public role but are 
no less influential. A government budget organizes the political year and determines public spending on 
roads, schools, hospitals, and all other sectors in a given country. This attests to how documents take part in 
shaping society. We therefore benefit much from studying documents both in practice and as practice.

Practice-based document analysis (Asdal and Reinertsen 2022) has been developed precisely to capture 
the significance of documents, both in organizational settings and in society more broadly. This approach 
delineates six methodological moves for studying documents: document sites, document tools, document 
work, document texts, document issues, and document movements. These six methodological moves are also 
simultaneously analytical concepts. In adopting a practice-oriented approach, we see that intense power 
struggles are in fact taking place in and around documents: Who is allowed to write? Who is the document’s 
sender? Who and what is mentioned in the document, and who and what is not? Who is the recipient, and 
who is allowed to handle the document? When is it important not to write, report, and make a document? 
Individuals, groups of actors, and issue components may be defined in and out of documents and the issues 
they concern and shape. Documents are sources of power; they provide opportunities and spaces of action. 
What is happening in and behind the documents? A practice-oriented document analysis aims at exploring 
these kinds of questions.

In the following, we will go through these six methodological moves and show how they compose a 
cohesive analytical framework. But just to make the point clear: even if these elements together make up 
a whole, this does not mean that they are the only elements or that they are always equally relevant. This 
depends on the object of analysis and on what one is interested in exploring and analyzing in a specific orga-
nizational setting. The different elements are partly overlapping, and they “speak” to one another. When we 
now go through them in sequence, we will do so by means of the recent case of the COVID-19 (coronavirus) 
pandemic, to illustrate the many dimensions of documents this method allows us to explore.

As these pages were being written, governments across the globe were struggling to contain the 
COVID-19 pandemic. Continuously updated risk analyses, swiftly prepared emergency laws, and rapidly 
changing travel restrictions were but three of the many forms of documents deployed in the effort. The latter 
two were designed to manage us, as individual citizens, to ensure that we acted in a manner that helped 
contain rather than spread the virus. Yet newspapers also reported that fake negative COVID-19 test scores 
could be bought online, enabling individuals to escape quarantine restrictions (and risk being accused of 
document fraud). These are but a few examples of the many documents involved in the ongoing tracking and 
handling of the coronavirus. So how might we go about analyzing the coronavirus and the COVID-19 pan-
demic by way of documents? Indeed, if we start looking at how the pandemic unfolded in practice, we will 
soon see that documents were involved at every turn. In the following subsections, we analyze the coronavi-
rus and the COVID-19 pandemic by way of the six methodological moves of the practice-oriented method 
(Asdal and Reinertsen 2022).4 In short, this will enable us to analyze and demonstrate how documents made 
the virus governable.

Document Sites

Documents always exist at specific sites—such as archives, websites, organizations, and bureaucratic 
offices—and it matters what kinds of sites these are. To understand how bureaucratic institutions have 
handled the COVID-19 pandemic, we can study what happens inside government offices. Yet we may also 
extend this site-oriented move to the documents as such. We can consider documents as sites in themselves: 
sites where medical facts and political decisions are formulated, negotiated, and decided upon. They are sites 
to which we may go, analytically speaking, to study the pandemic. This means to ask not only “What does 
this document tell us?” and “What is written here?” but also “What does this document do?” (that is, “What 
effects or force does it have?”), “What happens here?,” and “What are the practices unfolding here?” In so 
doing, we can, in fact, think of document analysis as a form of fieldwork—a form of document ethnography. 



THE GOVERNMENT ANALYTICS HANDBOOK650

Document Tools

In a dramatic political situation, such as an unfolding pandemic, what becomes blatantly clear is that docu-
ments are tools: they are produced and used for specific reasons, and they are part of larger processes, cases, 
and institutions. They are written and printed and distributed with the intention that something can and 
should happen by means of them. Just consider the following three documents: maps displaying countries 
and regions as green, yellow, and red to signify which travel restrictions are in place; emergency laws equip-
ping the government with extra measures to act in times of crisis; and economic stimulus packages undergo-
ing hard negotiations in the legislature before channeling government funds to industries and public services 
across the country. Color-coded maps determine who may travel where, emergency laws enable the gov-
ernment to act more independently from the legislature, and stimulus packages help actors and institutions 
endure a dire economic situation. When we start thinking about documents as tools, we become “tuned in” 
to investigating what role documents play in a specific situation and how their particular properties affect 
how they are used and how they shape bureaucratic outcomes—and by extension, societal outcomes. 

Document Work

No document miraculously emerges in its finalized form. Producing and handling documents are, in them-
selves, forms of labor, craft, and expertise. Documents are always part of specific work practices, including 
writing, editing, circulating, reading, and use. We can study the various ways in which this work is done by 
getting close to the people working on and with them. Examples of such document work are the preparation 
of weekly governmental COVID-19 contamination reports and the updating of public guidelines online. 
This is often a matter of collective work within larger institutions and bureaucracies. Even though the public 
faces of a government’s pandemic response are high-level politicians and agency leaders, a host of staffers 
have been involved across ministries, directorates, and agencies. Their concerted (albeit sometimes conflict-
ual) document work, in which all are involved in drafting separate paragraphs, reports, and reviews, is what, 
in combination, enabled the full COVID-19 response citizens witnessed through the media. 

Document Texts

Clearly, it is essential to analyze documents as texts. This is the content, the very material, that document 
work concerns itself with. Paying attention to the document as text includes analyzing its genre—the textual, 
rhetorical, narrative, and visual properties that together make up the document in front of us. Think, for 
example, of the guidelines for quarantine and isolation that everyone was obliged to follow, and which have 
been critiqued for being hard to understand and easy to misinterpret. What rhetorical situation do the 
guidelines establish? How do they try to explain their topic and convince their readers? In analyzing guide-
lines as texts, we can look at their author, intended recipient, style, structure, layout, illustrations, graphs, 
numbers, and references. What are the combined effects of these elements? How do they seek to produce 
authority and trust? Why and how did they succeed, or not?

Document Issues

Documents are sources of information about the specific issues in which we are interested, shaping how 
issues are understood and acted upon. To understand what the COVID-19 pandemic is about, we retrieve 
documents from the government, from researchers, and from the media. Yet documents also take an active 
part in forming the issue itself—as, for instance, a situation that is under control or out of control, as a global 
issue or a national question, as an issue that is closed or one which is uncertain and open for discussion. They 
act upon the issue and thus have a transformative capacity that we as analysts should not only acknowledge 
but actively investigate. In a special case such as the COVID-19 pandemic, this potential for intervention and 
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transformation is readily visible. Yet in less tangible and acute issues as well, such as the implementation of 
environmental regulations or nature conservation, documents are key to how issues are rendered governable 
and regulated.

Document Movements

Documents are seldom lying still. They are often “on the move,” circulating within and across sites. In the 
case of the COVID-19 situation, this is true to the extent that new rules, regulations, stimulus packages, and 
the discussion thereof have moved throughout government bureaucracies ceaselessly. Moreover, the virus 
itself is made manageable by how it enters into documents; thus, this move into documents is what makes 
it accessible and “workable.” Documents build upon one another, enabling the pandemic issue to move 
through the government into the public—and often back again, for new iterations of research and regula-
tion. Furthermore, patterns of document movement reflect and even constitute the effective organization of 
bureaucratic institutions.

Both alone and in combination, these six methodological moves make it possible to analyze documents 
as valuable sources for understanding the workings of bureaucratic organizations and beyond. In the case of 
the COVID-19 pandemic, they may help open up the material to rich analyses by getting closer to the role of 
bureaucratic institutions in the situation. In drawing viruses and documents together, we may thus under-
stand them both better. This is true for any issue in which documents are involved: by better understanding 
how documents operate and the effects they cause within and beyond bureaucracies, we are also better 
equipped to notice and appreciate their significance.

MEETINGS

Meetings are crucial sites of bureaucratic social activity. Indeed, the projects of an organization are often 
constituted as systems of meetings (Brown and Green 2017). However, the mundane quality of meetings 
tends to obscure their cultural content. Meetings have been idealized as “the locus and embodiment of ideas 
of appropriate, transparent decision-making” (Brown, Reed, and Yarrow 2017, p.11), but anthropologists of 
bureaucracy approach meetings as cultural phenomena, with particular social rules, ritual qualities, spatial 
and temporal framings, and consequences (Schwartzman 1989).

While analysis of meetings might initially focus attention on the content that is decided at meetings, such 
as the consequences or the political content of the discussion, anthropologists also pay attention to the meet-
ing itself as a form of social engagement. As a kind of event that requires the face-to-face presence of people, 
meetings are a form of social life difficult to study without ethnographic work. Anthropologists recognize 
that organizations are unstable, in spite of their projected coherence. Employees aspire toward promotions 
and come and go from the organization, and their roles are often contested. An organization’s (or unit’s) 
goals may be inconsistent or understood differently across the hierarchy, and technologies consistently 
reroute the ways that people report their work or interact socially with one another. Meetings are a key site 
where those ambiguities are stabilized and consensus is established or enforced, even if only temporarily.

In an analysis of National Science Foundation grant application reviews, for example, meetings serve 
as important sites for the collective socialization of reviewers regarding how to assess applications against 
guidelines (Brenneis 1999). That is, they serve to guide bureaucrats in what they should take note of and 
value. Meetings can also be a means to generate a shared understanding of which phenomena bureaucrats 
should overlook, as when meetings of Mexican environmental regulators produce official ignorance of 
burning and firewood cutting (Mathews 2011). Similarly, in European Union policy meetings, bureaucrats 
succeed in crafting policy from different national member states’ interests by withholding and strategically 
concealing the political content of meetings (Thedvall 2013).
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Because of the regularity of meetings, which often occur in specific locations at regular intervals and 
with predictable formats and ways of speaking, they should be understood as having a ritual quality that 
anthropology is well positioned to interpret. In some contexts, the performances of authority and agreement 
are more important than efforts to present information and establish common understanding. For example, 
at meetings in Lesotho between conservation bureaucrats and the rural people who were targets of their 
conservation efforts, bureaucrats’ performance of authority and the public’s performance of consent to reg-
ulation were as important as the actual transfer of information about a policy (Hoag 2022). Organizational 
meetings typically combine formal and informal aspects of organizations, opening in some moments to 
social conflict while containing it within the framework of normal business activity. Meetings often conclude 
with a mechanism for, if not the reconciliation of, conflict, the redirection of conflict into activities that 
might resolve it—often further meetings.

POLICY

Policy is a governing statement by an organization, from a nation-state to a local clinic, shaping its actions 
in its environment, both social and biophysical.5 Yet often public statements are abstract and ideal, far from 
actual conduct on the ground. Blame for this gap partly rests on the organization that enacts the policy. The 
bureaucracy fairly or unfairly takes the blame for any failure to fulfill official aspirations. Sometimes this 
 finger-pointing holds some truth, but bureaucratic failure and limitations are by no means the only causes, 
and even when bureaucracy does play a role, this only raises questions of why and how it does so, and 
whether it might change.

It is important not to reduce issues of administration simply to questions of identifying and applying 
objective scientific management. While skillful management does matter, even the choice to manage for 
some priorities and not others is inherently a political decision. In Mexico, for example, COVID-19 vaccina-
tion has been provided first—and with great publicity—in small, rural, and often indigenous sites. This was 
in some ways a suboptimal decision—mass vaccination in large cities would have reached more people, more 
quickly, and at a lower cost. But it was explicitly a political decision to show concern for people and places 
that historically have been devalued and stigmatized, places that in the past, Mexican bureaucrats would 
have reached slowly, if at all. There is no unambiguous, scientifically right way for bureaucracies to choose 
their means and ends; decisions should always be understood as political.

Without delving deeply into the study of policy whys and wherefores, a few basic observations help. Even 
when overly ambitious or misleading, policy statements are performative and need to be understood as such. 
Such statements present an ideal to diverse publics (including the bureaucracy) about what should be, with 
the proviso that they may be taken in a wide range of ways. They may be accepted as legitimate aspirations, 
even if incompletely achieved. But often there is a glaring gap between formal statements of policy and the 
real thrusts of organizational action, covered by rhetorical adherence to the formalities of official policy.

In observations of the work of United States immigration and border officers at the US-Mexico border, 
officers consistently said their overriding policy goal was to interdict terrorists. But in their actual work, 
they never encountered potential terrorism, whereas their operations were aimed clearly at Latin American 
labor migrants and asylum seekers. The verbal performance of protecting the erstwhile vulnerable home-
land against terror, a hard-to-question goal, justified morally debated and ambiguous duties in reality. Policy 
formalisms, then, have a complex relationship to actual activities on the ground.

While policy, in one regard, is those means and goals that are publicly announced, policy can also be 
considered as choices shaping what actually is carried out. What if the real-world implications of bureau-
cratic assignments and practice constitute well-understood and tacitly accepted policy that deviates from 
formal statements? The just-cited example of US policy at the US-Mexico border is a clear instance. This 
dual view of policy as rhetoric and policy as enacted requires observing the actual work routines and the 
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accumulated choices—to do and, importantly, not to do—of bureaucrats in performance, not taking those 
features as failures but as social facts in themselves. To explore these phenomena, the notion of street-level 
bureaucracy is helpful. Street-level bureaucrats are officials who interact with the public directly or carry out 
the actual activities of the organization. Beyond the strict definition of street-level, we need also to consider 
lower levels of management in the organization who work in close proximity to such officers. Policy, what-
ever is declared, always passes through the hands of street-level bureaucrats and is enacted according to their 
ideas and actions.

Policies, rules, and the like are inevitably written in general terms. It would be hopeless to write them to 
cover all possible people and situations. Instead, officials must exercise discretion in when and how to apply 
actions. One person might be arrested, another ignored; one person might be awarded a valued document, 
another denied. Discretion is not just the arbitrary impulse of willful bureaucrats. It has specific political, 
social, and cultural features. For example, officials who award US temporary visiting visas to Mexicans at the 
US-Mexico border—a desired asset for shopping and family reunions—have guidelines that aim to prevent 
visa misuse for unauthorized residence or work. But general guidelines need to be applied to the circum-
stances of diverse applicants. Many different factors enter into judgment—for example, age, with older 
people deemed more trustworthy. A particularly important factor of discretionary favor is wealth because 
people with wealth are thought to be less likely to want to cross over from Mexico to work in the United 
States and are generally looked on as more worthy. They dress cleanly and neatly, present themselves in polite 
but relaxed ways, and often speak English. That is, they resemble US officers, even outclassing them. The idea 
that a wealthy person does not seek unauthorized residence or employment is often correct, but by no means 
always; there is a notable population of wealthy unauthorized residents inside the United States, especially 
in border communities. Discretion, then, deserves attention as a crucial leverage point in how policy is 
rendered into reality by a massive aggregation of rules of thumb, interactions, discretion, and microscopic 
decisions.

Woven into discretionary decisions, street-level bureaucrats often ration their efforts and outcomes, 
whether positive or negative. They rarely have sufficient resources (personnel, time, equipment, sites, goods 
and funds to distribute, and so on) to enact the entire policy in all cases, either the policy as formally stated 
or as tacitly understood. Rather, they prioritize action and (by implication) inaction. When all individual 
actions are aggregated, the allocation of rewards and punishments constitutes a de facto policy. The bases of 
this allocation are complex but discernible with close attention to the words and actions of officials. Often 
encountered are criteria of socially interpreted personal or moral worthiness and belonging to insider versus 
outsider groups. Also relevant, of course, is the cost of various actions to bureaucrats and organizations in 
terms of scarce time, resources, and so forth.

Bureaucrats do not act in such ways alone. Rather, they interact with a wide variety of counterparties: 
upper executives, political bosses, publics of varying degrees of influence and respect, other organizations, 
rivals or collaborators, biophysical organisms, processes and flows, and so forth. Alberto Arce and Norman 
Long (1993) observe in rural Mexico, revealingly, systematic maneuvers and misinterpretations in the inter-
actions between an idealistic development project engineer and agropastoralists grounded in a local tradi-
tion of defiance, mistrust, and subterfuge. A negotiated appearance of collaboration on all sides finally breaks 
down in project failure. This actually reinforces the interpretations on both sides perfectly. Agency managers 
view the breakdown as evidence that the engineer’s proposed peasant-oriented innovations were wrong all 
along, and peasant leaders view it as another instance of incompetence and failure by central authorities.

There are wider lessons in this specific case. First, understanding bureaucrats means not only learning 
about their internal ideas and routines but also seeing them as diverse toolkits for interacting with counter-
parts, from clients through outside visitors to funders and political bosses. Each kind of interaction, when 
encountered, provides only partial information about an organization, since the same bureaucrat might deal 
very differently with another kind of counterparty. This applies, not least, to outside development experts. 
Second, these webs of relations are suffused with power dynamics: some clients may be deferential suppli-
cants, others well-wired operators with higher status and better connections than bureaucrats themselves. 
Policy on the ground, then, must be interpreted and enacted in this diverse and unequal web of relationships.
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Interpretive judgments of people, situations, and action or inaction require human intelligence. 
Bureaucrats might seem rigid or unresponsive, and often they are, but they rely on learned thought 
routines that have worked adequately for current or past sociopolitical fields. Routines only change when 
those fields meaningfully alter and new work patterns are available to be learned. A well-socialized official 
also learns to justify their work routines, favoritism, lacunae, and approximations of and deviations from 
formal policy through the skilled use of rationales, labels, rhetoric, and other language games. The com-
plete web of these learned behaviors, ideas, and words is an organizational culture. Culture is a tricky term, 
sometimes insightful but sometimes glib, neutering inquiry. Not all organizations have strong cultures 
(though some do), not every organization member shares an identical culture or shares it with equal 
intensity, and organizational cultures are not free-floating isolates but rather are part of wider webs of 
inequality and power. The best reason to introduce the term organizational culture is that, to understand 
the refraction of official policy into practice, we need to take seriously the everyday working frameworks 
of bureaucrats. To change policy into practice, then, external mandates or sporadic trainings are not 
enough—workable new frameworks and reasons to use them need to be introduced. That is a very long 
and hard process.

CONCLUSION

Anthropological approaches to bureaucracy are diverse, but at their heart, they include certain common-
alities. First, they are holistic, seeking to understand bureaucratic work from a variety of perspectives, 
including those of bureaucrats differently positioned within a workplace hierarchy and across lines of race, 
ethnicity, class, and gender, and of the publics who interact with the organization.

Second, they are immersive, leveraging the method of participant observation to understand the look 
and feel of bureaucratic life, including how outcomes of bureaucratic rules are configured by the process of 
their execution, as well as how informal practices correspond to formal rules.

Third, they envision bureaucracies as social worlds within which a bureaucratic practice is not 
merely a reflection of bureaucrats’ self-interest or psychology but also their socialization into an organi-
zational culture. Whether examining the factors that inform policy implementation, the role of docu-
ments in organizing bureaucratic work, or the social role of meetings in the workplace, anthropologists 
aim to develop a rich account of the multitude of factors that shape how bureaucratic work is under-
stood and carried out.

NOTES

 The authors are grateful to Daniel Rogger and other World Bank staff for planning and editorial guidance. The documents 
section was written by Kristin Asdal and Hilde Reinertsen, and we are grateful to SAGE Publications for allowing us to 
reprint text from Asdal and Reinertsen’s book, Doing Document Analysis: A Practice-Oriented Method (2022). The policy 
section was written by Josiah Heyman. The sections on everyday life and meetings were written by Colin Hoag.

1. For overviews of the anthropological literature on bureaucracies, see Bierschenk and Olivier de Sardan (2014, 2021); 
Heyman (2004); Hoag and Hull (2017). The following are some key anthropological studies of bureaucracy: Ferguson 
(1994); Gupta (2012); Hetherington (2011); Heyman (1995); Hull (2012a); Mathur (2016); Lea (2008).

2. This section was written by Kristin Asdal and Hilde Reinertsen and builds on chapters 1 and 7 of Asdal and Reinertsen 
(2022); see also Asdal (2015).

3. Other instructive anthropological studies of the role of documents in bureaucracies are Hetherington (2011); Hull (2012a); 
Mathur (2016); Riles (2000). For a review of the anthropological literature on bureaucratic documents, see Hull (2012b).

4. These sections are based on chapter 7 of Asdal and Reinertsen (2022).
5. This section was written by Josiah Heyman.



CHAPTER 30: GOVERNMENT ANALYTICS USING ANTHROPOLOGICAL METHODS 655

REFERENCES

Arce, Alberto, and Norman Long. 1993. “Bridging Two Worlds: An Ethnography of Bureaucrat-Peasant Relations in Western 
Mexico.” In An Anthropological Critique of Development, edited by Mark Hobart, 179–208. London: Routledge.

Asdal, Kristin. 2015. “What Is the Issue? The Transformative Capacity of Documents.” Distinktion: Journal of Social Theory 
16 (1): 74–90.

Asdal, Kristin, and Hilde Reinertsen. 2022. Doing Document Analysis: A Practice-Oriented Method. Thousand Oaks, CA: SAGE 
Publications.

Bierschenk, Thomas, and Jean-Pierre Olivier de Sardan. 2014. “Studying the Dynamics of African Bureaucracies: An 
Introduction to States at Work.” In States at Work: Dynamics of African Bureaucracies, edited by Thomas Bierschenk and 
Jean-Pierre Olivier de Sardan, 3–33. Boston: Brill.

Bierschenk, Thomas, and Jean-Pierre Olivier de Sardan. 2021. “The Anthropology of Bureaucracy and Public Administration.” 
In The Oxford Encyclopedia of Public Administration, edited by B. Guy Peters and Ian Thynne. Oxford, UK: Oxford 
University Press. Oxford Research Encyclopedia of Politics. https://doi.org/10.1093/acrefore/9780190228637.013.2005.

Brenneis, Donald. 1999. “New Lexicon, Old Language: Negotiating the ‘Global’ at the National Science Foundation.” In Critical 
Anthropology Now: Unexpected Contexts, Shifting Constituencies, Changing Agendas, edited by George E. Marcus, 123–46. 
Santa Fe, NM: School of American Research Press.

Brown, Hannah, and Maia Green. 2017. “Demonstrating Development: Meetings as Management in Kenya’s Health Sector.” 
Journal of the Royal Anthropological Institute 23 (1): 45–62.

Brown, Hannah, Adam Reed, and Thomas Yarrow. 2017. “Introduction: Towards an Ethnography of Meeting.” Journal of the 
Royal Anthropological Institute 23 (1): 10–26.

Ferguson, James. 1994. The Anti-Politics Machine: Development, Depoliticization, and Bureaucratic Power in Lesotho. 
Minneapolis: University of Minnesota Press.

Gupta, Akhil. 2012. Red Tape: Bureaucracy, Structural Violence, and Poverty in India. Durham, NC: Duke University Press.
Hetherington, Kregg. 2011. Guerrilla Auditors: The Politics of Transparency in Neoliberal Paraguay. Durham, NC: Duke 

University Press.
Heyman, Josiah McC. 1995. “Putting Power in the Anthropology of Bureaucracy: The Immigration and Naturalization Service 

at the Mexico-United States Border.” Current Anthropology 36 (2): 261–87.
Heyman, Josiah McC. 2004. “The Anthropology of Power-Wielding Bureaucracies.” Human Organization 63 (4): 487–500. 

Republished in The Anthropology of Organisations, edited by Alberto Corsin Jimenez, 239–54. Aldershot, UK: Ashgate, 2007.
Hoag, Colin. 2014. “Dereliction at the South African Department of Home Affairs: Time for the Anthropology of Bureaucracy.” 

Critique of Anthropology 34 (4): 410–28.
Hoag, Colin. 2022. The Fluvial Imagination: On Lesotho’s Water-Export Economy. Oakland, CA: University of California Press.
Hoag, Colin, and Matthew Hull. 2017. “A Review of the Anthropological Literature on the Civil Service.” Policy Research 

Working Paper 8081, World Bank, Washington, DC. https://openknowledge.worldbank.org/handle/10986/26953.
Hull, Matthew S. 2012a. Government of Paper: The Materiality of Bureaucracy in Urban Pakistan. Berkeley, CA: University of 

California Press.
Hull, Matthew S. 2012b. “Documents and Bureaucracy.” Annual Review of Anthropology 41 (1): 251–67.
Lea, Tess. 2008. Bureaucrats and Bleeding Hearts: Indigenous Health in Northern Australia. Sydney: University of New South 

Wales Press.
Mathews, Andrew S. 2011. Instituting Nature: Authority, Expertise, and Power in Mexican Forests. Cambridge, MA: MIT Press.
Mathur, Nayanika. 2016. Paper Tiger: Law, Bureaucracy and the Developmental State in Himalayan India. Cambridge, UK: 

Cambridge University Press.
Olivier de Sardan, Jean-Pierre. 2009. “State Bureaucracy and Governance in Francophone West Africa: An Empirical Diagnosis 

and Historical Perspective.” In The Governance of Daily Life in Africa: Ethnographic Explorations of Public and Collective 
Services, edited by Giorgio Blundo and Pierre-Yves Le Meur, 39–72. London: Brill.

Riles, Annelise. 2000. The Network Inside Out. Ann Arbor, MI: University of Michigan Press.
Schwartzman, Helen B. 1989. The Meeting: Gatherings in Organizations and Communities. New York: Springer.
Thedvall, Renita. 2013. “Punctuated Entries: Doing Fieldwork in Policy Meetings in the EU.” In Organisational Anthropology: 

Doing Ethnography in and among Complex Organisations, edited by Christina Garsten and Anette Nyqvist, 106–19. London: 
Pluto Press.

https://doi.org/10.1093/acrefore/9780190228637.013.2005
https://openknowledge.worldbank.org/handle/10986/26953




APPENDIXES





659

APPENDIX A

Checklist for Using 
Expansive and Qualified 
Measurement for 
Informed Problem Solving 
and Learning in Public 
Administration
Chapter 4 Appendix 

SUMMARY OF THE TOOLKIT

This toolkit provides a checklist for public policy practitioners who want to use expansive and  qualified 
measurement for informed problem solving and learning . It consists of a series of four key  questions 
that a practitioner should consider before embarking upon solving any measurement problem . 
Those  questions correspond to the four principles for an expansive, qualified data suite, presented in 
 chapter 4 . They are ordered in a broadly sequential manner, starting from the overall organizational 
culture, through the adequacy of quantitative and qualitative types of data for the problem at hand, to 
the holistic approach to measurement and management, including long-term reforms . Each key question 
is complemented with a series of subquestions that pertain to more specific concerns and necessary 
actions, and are, where necessary, clarified with short examples . Although not all of the questions may 
be applicable and some may require action in certain contexts, it is crucial for a practitioner to have at 
least considered their relevance . Thinking through them and taking action where necessary is the key 
to ensuring that the measurement activity undertaken will remain closely anchored to a performance 
 problem that matters to stakeholders . Going about the measurement task in this way should also 
increase the opportunities for evidence-based learning .
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TABLE A.1 Checklist for Using Expansive and Qualified Measurement for Informed 
Problem Solving and Learning in Public Administration

Key question to consider Subquestions

To what extent is there an 
organizational culture in place 
that supports professional, 
politically insulated 
measurement tasks?

 ● Are professional principles of data collection, analysis, and curation 
communicated to all staff, across all levels of the organization?

 ● To what extent is the necessary technical and human capital available at all points 
in the chain of data measurement?

 ● Are staff at all levels shielded from undue political pressure?
 ● Are there accountability and reporting mechanisms in place to prevent undue 
political pressures or other behaviors going against the work ethos?

 ● To what extent are the results of data measurement communicated to the public 
in an open, clear, and transparent way?

Is measurement focused on 
the right indicators given the 
problem at hand?

 ● Are the quantifiable indicators operational and do they accurately measure the 
specific performance problem at hand?

 ● Are metrics of success measuring the root performance problem (e .g ., if low 
literacy among 10-year-olds is the problem, measuring the number of new schools 
built will not be sufficient)?

 ● Is success judged based on the problem being fixed or only on output/process 
metrics (e .g ., children learning vs . building schools/passing compulsory education 
legislation)?

 ● Is the implementation process and related measurement flexible enough (where 
feasible) to shift if the initial data show no progress on fixing the underlying 
performance issue?

 ● Is measurement focused in the priority areas (as set by the administration)?
 ● Can most of the key factors specified in the theory of change be gauged in a 
quantitative manner?

 ● Are there any obstacles to collecting quantitative data in a comprehensive and 
representative fashion (e .g ., active conflict zones, natural disasters, digital poverty/
illiteracy, lacking infrastructure, cultural taboos)?

 ● What complementary qualitative methods might be used if the problem (or 
key aspects of it) are inherently nonquantifiable (e .g ., norms and networks, 
interpersonal trust, quality of life, leadership, creativity)?

How might qualitative data 
supplement quantitative 
measurement so that they 
are as accurate a capture 
of intervention success as 
possible?

 ● Do qualitative data confirm that the intervention is working as intended?
 ● Do qualitative data support, qualify, or refute the conclusions drawn from 
quantitative data? (If the latter, revisit the theory of change and both sources of 
data to discern the reason for any discrepancy .)

 ● Are insights gained from qualitative data incorporated into the theory of change, 
and the inferences drawn from it?

 ● Can the collection of qualitative data be institutionalized and developed in the 
future (either in its own right or as a prelude to collecting quantifiable data)?

Does management extend 
beyond measurement and 
leave space for judgment and 
discernment, where necessary?

 ● How will the choice of indicators to measure affect the incentives of the actors 
involved in the problem-solving process?

 ● Are there any important aspects of the problem being ignored only because they 
cannot be quantified?

 ● Are there strategies to manage the nonquantifiable aspects of the problem?
 ● Are there open channels for receiving qualitative data, in particular in the form of 
feedback from front-line workers and intended beneficiaries of the policy at hand 
(e .g ., focus group discussions, case studies, semi-structured interviews, review 
and reflection points)?

 ● Is the policy implementation and evaluation process open to change based on the 
received quantitative and qualitative feedback?

 ● Is there a movement towards delegating high levels of discretion and flexibility to 
front-line staff, especially in complex situations?

 ● Is there a movement towards hiring or including staff with high levels of context-
specific knowledge and experience?

 ● Are the channels for receiving quantitative data and qualitative feedback being 
institutionalized?

 ● Are new policy programs drawn up based on the lessons learned from 
quantitative and qualitative data collected and analyzed in the past?

Source: Original table for this publication .
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APPENDIX B

Framework for Evaluating 
the Ethics of Measuring 
and Tracking Public Sector 
Workers
Chapter 6 Appendix

What is considered as ethical and morally right can be very context-dependent. However, there are questions 
that can provide general guidance on how measurement can be conducted in an ethically sound manner 
if asked regularly at key junctures of data collection, analysis, and reporting. The following 10 questions 
can be used to probe key aspects of epistemological (what can and what do we want to know?) and moral 
(what moral considerations apply?) concerns surrounding data collection in the public sector:

1. What do we want to know?

2. Why do we want to know this?

3. How granular does a measure need to be in order to be useful?

4. What time horizons for data collection are functionally adequate and ethically defensible?

5. To what extent do data need to be linked in order to yield useful insights?

6. Do the gains in knowledge merit data collection?

7. What safeguards exist to prevent harming public sector values, individual freedoms, and dignity?

8. Is the approach to data collection accountable and explicable?

9. Who has a say in what gets measured?

10. Are there times and opportunities built in for review?

The process of answering these questions and ensuring that the answers they provide have an impact can 
help to create reflective and respectful practices of measurement.
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WHAT DO WE WANT TO KNOW?

Clarifying the goal of data collection helps to narrow the amount and types of data that are collected. In 
many instances, questions can be answered with less data than what is feasible to be collected. For example, 
while it is possible to collect data on all user activity on work computers of all employees, it is questionable 
whether this helps to answer whether they use the technological tools made available to them productively. 
As another case in point, it would be possible to ask civil servants in surveys as how corrupt they rate their 
colleagues, but it is questionable whether this would yield data that help to stem corruption. Knowing what 
the goal of measurement is needs to form the start of an organization- or public-administration-wide data 
strategy. Where data are already being collected, answering the what do we want to know question can help 
to prune data collection efforts, which can reduce risks associated with data leakage, reidentification, and 
invasions of privacy.

WHY DO WE WANT TO KNOW THIS?

It is tempting to collect data simply because they can be collected and leave the task of figuring out what to 
do with the data for later. Undeniably, collecting data indiscriminately holds the potential for innovation 
because use cases might only become apparent at a later stage. However, the usability of data is closely tied 
to how they were collected. Vidgen, Hindle, and Randolph (2020) propose a framework that can help pub-
lic service providers map data collection efforts to values. Aside from considerations typically covered by 
ethics guidelines (e.g., fairness and equity), the authors encourage decision-makers to ask themselves how 
the solution they seek defines them as an organization and how that maps on what the organization aspires 
to be and become. This logic can be extended to data collection. How an organization handles data should 
align with aspirations of virtue. Data should be representative of the population of interest and informative 
to stakeholders.

HOW GRANULAR DOES A MEASURE NEED TO BE IN ORDER 
TO BE USEFUL?

The Handbook argues for the importance of microdata. While it is a truism that more detailed data provide 
more information, individual case data also come with more individual-level noise and an increased risk 
of (re)identification. Practitioners should ask themselves whether they require, for instance, data on every 
individual in a team, their exact age, location, and years of employment. In many cases, broader bands such 
as age ranges or team-level information (coarsening) might provide enough or even better insights as indi-
vidual noise is averaged out.

Where individual-level data are necessary and sensitive details must be included to provide value, statis-
tical techniques can be used to prevent reidentification.

Apart from coarsening, data can be suppressed (e.g., only display cell values over a certain count), 
swapped, and infused with noise or synthetic data created that are used instead of the original data (for an 
instructive overview, see Schmutte and Vilhuber 2020). All techniques involve trade-offs with regards to 
protecting privacy and affording reproducibility. The refrain from earlier sections thus continues: technolog-
ical solutions alone will not suffice; ethical data strategies will require balancing trade-offs, which should take 
place in a consultative and transparent manner.
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WHAT TIME HORIZONS FOR DATA COLLECTION ARE FUNCTIONALLY 
ADEQUATE AND ETHICALLY DEFENSIBLE?

In popular discourse, the “right to be forgotten” has been at the center of debate on the temporal dimension 
of data. The right to be forgotten is the concept that an individual has the right for personal data held on 
them to be deleted. It is enshrined in the European Union’s General Data Protection Regulation (GDPR, 
chapter 17) and several jurisdictions have adopted similar laws (Cofone 2020). News items on the topic often 
dwell on debates of people having done embarrassing things online or were featured by name in local news 
stories. They want their data to be removed to avoid jeopardizing future career opportunities (Selin Davis 
2021) that could be endangered by public knowledge of their online pasts. While these examples might be 
amusing, the time dimension of data poses serious challenges for public administrations.

Storing data for longer than its immediate use mechanically increases the risk of data leakage and 
breaches. Given that political control over the civil service changes periodically, it is also ethically question-
able whether current political principals should have access to data on noncurrent public sector employees. 
To provide protection for public sector employees and instill trust regarding data usage, time horizons for 
data storage and types of uses should thus be enshrined in measurement protocols.

However, applying one-size-fits-all data storage rules (e.g., many organizations categorically only 
store data for up to 3 or 5 years) to data handling implies missing out on many of the innovation- and 
 productivity-boosting characteristics of data. For example, the Australian civil service have data on file about 
civil service employees going back to the 1970s. This enables them to understand how changes in structure 
and policy correlate with changes in workforce composition. Many governments now also use machine 
learning that relies on historical data. Chatbots, for instance, continuously improve their function based 
on data saved from previous interactions. However, if an employee requests for their data to be deleted or 
if the organization has a policy that data on employees should be deleted once they leave the organization, 
the model on which the chatbot operates needs to be retrained. This is costly in terms of manpower, time, 
and disruptions caused to service (e.g., see for a more technical discussion Izzo et al. 2021). For accountabil-
ity, public administrations also need to plan for how it can be verified that data are deleted thoroughly and 
securely (Sommer et al. 2020).

Not only what, why, and how questions but also those concerning for how long must form the core of a 
framework for data collection in public administrations.

TO WHAT EXTENT DO DATA NEED TO BE LINKED IN ORDER 
TO YIELD USEFUL INSIGHTS?

The question to what extent data need to be linked follows a similar logic as questions about the  granularity 
of data. For instance, having a centralized human resources database for all government staff that links 
recruitment, performance, and development data could unlock valuable insights for staffing forecasts and 
the reform of recruitment and training practices. However, there is a strong argument for keeping separate 
addresses or health records associated with individual staff as the linking of such data increases the risks 
associated with data breaches or misuse of data.

Employment data can include names, addresses (both digital and physical), dates of birth, social security 
numbers, or other sensitive IDs. While it might seem innocuous to use such data for marketing purposes, 
the linking of names, addresses, and birth dates lends itself to identity fraud. Making such data public can 
also put staff in physical danger. Persons who protect their addresses because of previous experiences with 
stalking, domestic violence, or other infringements of physical safety might find that offenders can now 
easily find them.
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Data request protocols could help to prompt administrators who want to collect or analyze data to weigh 
such risks against the public value that they deliver.

DO THE GAINS IN KNOWLEDGE MERIT DATA COLLECTION?

Research ethics commonly decide whether the dangers posed by data collection are merited by weighing 
the potential harms and benefits. In the case of public sector employees, there are five types of gains that can 
coincide or be mutually exclusive: benefits can accrue to (1) the individual on whom the data are collected; 
(2) the organization to which the individual belongs; (3) the acting government; (4) the narrowly defined 
stakeholder group of the organization including user groups and politicians in charge of the relevant policy 
portfolio; and (5) society at large. In an ideal scenario, all five benefits are present. Often, however, trade-offs 
will be necessary.

Research ethics typically highlight that harm to individual participants of the research must be avoided. 
The only exception is where societal benefits might outweigh considerations of harm. For example, if data 
are not used to benefit society at large, the small infringements on employees’ time, privacy, and dignity 
might not be justified (Resnik 2020).

Frontiers of data collection bring to light new but related conundrums. In some cases, there is a strong 
case for linking data (see earlier section). That is, for example, the case for being able to link attitudinal data 
collected via surveys with behavioral data. Behavioral data—such as whether and when a member of staff 
leaves an organization, gets promoted, moves teams, which cases they handled, and how well they fared—
when linked with survey data can help to validate measures. It can help to understand whether patterns in 
sentiment observed in surveys relate to changes in employment and performance.

Importantly, how such data are collected and how they are used must figure into cost and benefit calcula-
tions. Using data on performance can be done in a manner that increases control without passing on benefits 
to employees. For example, finding ways of motivating employees without increases in pay should not lead to 
forcing them into economic insecurity. In other words, cost-benefit calculations are inherently value-based. 
An organization can use insights to pressure employees to become ever more efficient without regard for 
their physical and mental well-being and economic security. Or the organization can pass gains in efficiency 
on to workers, for instance, by having shorter working days or awarding extra days of leave to volunteer or to 
work on their pet projects.

As the next questions probe, whether adequate safeguards are in place and whether decisions can be 
made collectively can help to provide for more equitable and consensus-based decisions on what counts as a 
cost and what as a benefit.

WHAT SAFEGUARDS EXIST TO PREVENT HARMING PUBLIC 
SECTOR VALUES, INDIVIDUAL FREEDOM, AND DIGNITY?

Safeguards such as anonymizing data, blurring pictures, using encryption, saving parts of a data set in 
 different databases, keeping access to data on-site, and many more mechanisms can be used to make it less 
likely that data are accessed by those who should not access them or that details are disclosed that should not 
be disclosed. None of these strategies will be fruitful, however, if the values that they aim to safeguard are not 
cherished by stakeholders of the data process.

Data collection should not be regarded as a burden or breach of individual dignity and rights to privacy. 
Engaging with the communities on whom data are collected before this happens is thus crucial. For  example, 
many employees might be willing to provide data on their health if they trust that the information will be 
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used to offer them better health care coverage and the creation of healthier working environments. The 
opposite might be the case if they fear that organizations will use the data to minimize costs associated with 
unhealthy staff, making it less likely that such staff gets hired, promoted, or retained.

Organizations can build internal ethics review boards with rotating membership or collaborate with 
academics or professionals who have access to external ethical review boards. Most importantly, however, 
checks for safeguards should be part of every step of the ethics process. This will involve ensuring that 
those who collect, handle, store, analyze, and report the data have internalized ethical research approaches. 
As tasks are shared, this might not be a straightforward matter. Fostering a climate of reflective and open 
exchange will be necessary to avoid turning ethical review processes into red tape. In the private sec-
tor, the benefit of fostering an ethical work culture is often justified in terms of gains in productivity or 
 innovation—a link that is often tenuous (Riivari and Lämsä 2014). The link for public sector organizations 
is much clearer: fostering a culture of ethical research and data handling goes hand in hand with fostering 
concern for creating a positive impact on society.

IS THE APPROACH TO DATA COLLECTION ACCOUNTABLE 
AND EXPLICABLE?

Accountability in public service should not only extend to citizens and political principals but also to the 
very people who run public administrations. Providing for accountability in data collection is instrumental 
to building trust. What data and why and how they are collected, analyzed, and used should be communi-
cated to staff in a clear and understandable manner. As Morley et al. (2020) stress, explicability—being able 
to explain motives and what is done—is more important than complete transparency in cases where staff 
might not have the necessary technical knowledge to decipher sampling approaches, algorithms, database 
systems, or similar.

WHO HAS A SAY IN WHAT GETS MEASURED?

Ethical challenges facing public administration are particularly protracted as they involve balancing con-
cerns of a large and diverse group of stakeholders. If administrations yield too much to one group, they 
can find themselves politicized or captured by interest groups. If they adapt too little, they risk becoming 
technocracies. Mapping who are the communities affected by data collection efforts ought to be integral 
to the planning process. Stakeholder consultations have become standard practice for policy making in 
many countries (Gramberger 2001). However, consulting stakeholders does not equate to providing voice 
to them. This becomes especially evident if there are imbalances in power. For instance, senior staff work-
ing in central ministries might dominate decisions on what gets measured about casual workers employed 
in rural parts of the administration. This is problematic in terms of equity as much as data quality. If those 
working on the ground and most knowledgeable about what is to be measured are not adequately consulted, 
measures might miss factors that are predictive of targets such as improved performance, well-being, and 
staff retention.

As an extension of this question, one should also consider: who collects the data and for whom? In many 
cases, data collectors are also public sector employees. This means that even when formal controls for privacy 
and confidentiality are in place, having a team in government that knows more about other staff can skew 
power balances. As Resnik (2020) points out, data collectors could by accident reveal sensitive information 
about teams and people on whom they collect data. They might also be pressured by managers or political 
principals to disclose information informally.
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In some cases, government data might be collected on behalf of or by an external party such as a donor. 
Data collection efforts conducted by the Organisation for Economic Co-operation and Development, United 
Nations, World Bank, other development banks, big bilateral donors, or academic institutions might intro-
duce different types of power imbalances. Threats can manifest in terms of potential reputational damage, 
financial losses, or declines in credibility.

Increasing the diversity in who has a say in data collection and ensuring that the results in the end benefit 
society at large need to be at the core of evaluating whether the identity of the data collector poses an ethical 
dilemma.

ARE THERE TIMES AND OPPORTUNITIES BUILT IN FOR REVIEW?

Decision-making power should be distributed and accountable, yet not at the expense of innovation and 
responsiveness to changing demands and needs of stakeholders.

Setting up data collection efforts following a time- and labor-intensive ethics review process might deter 
recurring review and innovation. Organizations might stick to reusing measures because they had been 
approved and gaining renewed consensus is seen as too burdensome and politically risky. This can lock in 
power imbalances and leave organizations with aging instruments, unfit to measure new developments. 
Instead, organizations should create data collection frameworks that allow for quick and frequent review. 
For instance, several public universities have developed ethics boards with rotating members, to share the 
burden, along with frequent but short meeting times. Applications are prefiltered by the expected gravity of 
ethical concerns, so those that likely need less in-depth discussion can be reviewed more quickly.
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APPENDIX C

Stages in the Creation of 
Expenditure Data
Chapter 11 Appendix

This appendix offers a detailed description on the expenditure stages and what the stages mean for the inter-
pretation of data. While there are some differences among countries with a commonwealth and francophone 
heritage, the majority of steps are comparable across countries. One notable difference across systems can be 
observed in the production and approval of the payment order.

AUTHORIZATION AND APPORTIONMENT

After a budget is formulated and approved, ministries and agencies receive authorization to spend money. 
This can be given annually, but it is often given for shorter periods of time, such as on a quarterly basis for 
goods and services, or even monthly. Some systems require a daily clearance of the controllership function 
to say that all intended spending is consistent with intended purpose. Once the budget is approved, funds are 
apportioned to specific spending units. Use as expenditure proxy: Data on authorization or apportionment 
are not expenditure data. Especially in environments with lacking budget credibility, using authorization or 
apportionment data as proxies for expenditure is likely to be a misleading. Even in countries where aggregate 
budget and expenditure are close, there may be important differences at the agency level making authoriza-
tion data a poor proxy.

COMMITMENT

In the commitment stage, expenditure decisions are made. This often involves a future obligation to pay, such 
as placing an order or awarding a contract for the delivery of specific goods or services. The commitment 
only becomes a liability (obligation to pay) if these goods and services are delivered as per the contract’s 
provisions. Payment does not have to occur within the same fiscal year, which is often the case with large 
investment expenditures or framework contracts. Commitments should only be made if there are associated 
appropriations and enough cash available to cover the cost. Financial management information systems 
(FMIS) typically have commitment controls built in that would block a commitment unless these precon-
ditions are met. These controls help to avoid overspending and an accumulation of arrears. For personnel 
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expenditures, the commitment should correspond to the amount of compensation or contributions due. This 
also holds for commitments to transfers. Usefulness as expenditure proxy: Use of commitments can be a good 
proxy for spending in an accrual accounting system (see box C.1). There may be considerable differences to 
cash accounting, especially for potentially large capital spending or framework contracts.

BOX C.1 Cash Accounting versus Accrual Accounting

Cash-based accounting recognizes expenditure as payments when it is paid and income when it is 
received . In contrast, accrual-based accounting requires that

 ● expenditure and liabilities are accounted for when goods and services are delivered or some other 
event has occurred, even if payments have not been made; and

 ● revenue and receivables are recorded when goods are sold or some other relevant event has 
occurred, even if proceeds have not been received .

The accrual basis requires governments to pay more attention to areas they may have ignored—in 
particular, accounting for their real assets, changes in long-term unfunded, and being conscious that an 
expense is created as when a service or good is received, thus not providing an artificial distinction that 
may give rise to payment arrears .

Sources: Potter and Diamond 1999; Premchand 1995 . 
Note: An in-depth treatment of accrual accounting can be found in Premchand (1995) .

VERIFICATION

Once goods and services are acquired and delivered, the goods or services rendered need to be verified 
against the original contract, ideally at the time of delivery. For some items, like personnel expenditures or 
transfers, there is no need for separate verification.

PAYMENT ORDER

Upon the delivery and verification of goods and services, a payment order is forwarded to a public accoun-
tant who makes payments. At this stage there are important differences between francophone and anglo-
phone budget systems. In francophone systems, there is (typically) a clear separation of duties between the 
authorizing officer (ordonnateur) and the public accountant, who decides whether or not to make a payment 
(a payment can be rejected due to irregularities). The public accountant does not report to the authorizing 
officer. Increasingly, however, spending authority has been delegated to line ministries in most francophone 
settings. In anglophone budget systems, on the other hand, financial control is largely assigned to line minis-
tries, along with accountability for irregularities. The accounting officer in charge (generally the permanent 
secretary of a line ministry) has the authority to make expenditure commitments and issue payment orders. 
This approach is less cumbersome and gives more flexibility to the line ministry during budget execution.
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PAYMENT

Bills are paid upon receipt of a payment order, either by cash, check, or electronic funds transfer. Processing 
the transaction is generally done through the FMIS, as is all accounting and reporting. Reporting is done 
against all segments in the chart of accounts. Usefulness as expenditure proxy: The payment stage is the actual 
point when cash payments are made. Audited financial statements are the most credible expenditure data 
points. However, this will not reflect outstanding liabilities when goods and services were received but have 
not yet been paid for and, therefore, will not project a fully accurate financial position.

It is important to be clear about nomenclature as terms are often used interchangeably when different 
things are meant. It may be appropriate to draw on different stages in the expenditure chain according to 
context. However, regardless of what is used, it is important to be clear about what was used and what the 
implications for the analysis are.

USING MICRODATA TO ASSESS THE QUALITY OF FINANCIAL MANAGEMENT

Analysis of microlevel expenditure data can also be informative about the quality of financial management 
in an administration. This has been a more classical lens of analysis when using expenditure data, so this 
appendix provides examples of such analysis in line with the discussion in this chapter.

Producing a Detailed Transactions Profile in Pakistan

Expenditure microdata were used in Pakistan to populate a transactions profile and inform the quality of 
expenditure data and expenditure practices more broadly. As a federation, Pakistan has different expenditure 
management systems and utilization patterns across provinces. At the federal level, FMIS coverage is very 
low, at about 10 percent. Provincial coverage is higher, ranging from 44 to 72 percent (table C.1).

The system holds valuable information on the quality of the data and expenditure management practices 
that an analyst can use to inform policy.

Expenditure control is better supported at the provincial level than the federal level. At the federal level, 
the main business of government is being done outside of the system. This means FMIS budget and commit-
ment controls are only applied to 10 percent of the budget, which raises important questions with regard to 

TABLE C.1 Share of FMIS System Coverage, Pakistan, 2016/17

System Share of total  expenditures (%) Share of salaries (%) Share of pensions (%)

Federal 9 .8 35 .3 11 .0

Punjab 43 .6 84 .8 89 .9

Sindh 72 .2 96 .1 48 .9

Khyber Pakhtunkhwa 67 .5 98 .0 58 .1

Baluchistan 68 .9 93 .7 90 .5

Source: Hashim et al . 2019 .
Note: FMIS = financial management information system .
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the quality and integrity of the remaining 90 percent of the expenditure data, including the majority of salary 
and pension payments, which are handled manually outside the system. The low percentages for payroll 
and pensions at the federal level are because the defense department does not use the FMIS. The pension 
figures for Sindh and Khyber Pakhtunkhwa are low because not all pension payments in Sindh and Khyber 
 Pakhtunkhwa are done through the FMIS and still follow the legacy pension payment order process, which 
can be brought on system.

Assessing the transaction profile in more detail reveals that most nonsalary transactions processed by the 
system are low value transactions (<PRe10,000) that do not make up a large share of the budget. As such, the 
expenditure data reported by the FMIS and the spending it controls is less significant than the expenditure 
that is transacted manually. The highly skewed transactions profile (many low transactions make up a small 
share of the spending, and few large transactions make up the majority of spending), begs the question why 
large transactions are not captured. Analysis can then be done specifically on what items are missed and 
could be gradually introduced for better system coverage, expenditure control and data integrity.  Capturing 
debt servicing, the capital budget and transfers were shown to make a big difference at the federal level 
(table C.2), despite not covering many transactions (in terms of numbers).

The same analysis at the provincial level shows that loans/transfers and debt service transactions are not 
routed through the FMIS and development spending is transacted through assignment accounts. Checks 
written by the accounting officers of these agencies are posted in the FMIS ex post. To improve this, the anal-
ysis suggests that such payments could be brought into the workflow of the FMIS instead.

Not integrating transactions into the FMIS workflow does not mean they are not reported. They are 
 periodically posted to the FMIS on an ex post basis. This is true for spending from many agencies. While 
posting transactions may suffice for getting expenditure reports, they would not have been subject to 
 adequate budget control. This means that for some expenditure (e.g., debt or even for the subsidies to 
the state-owned enterprises and the expenditure carried out by state accounting enterprises) no FMIS-
based budget control is being exercised. While it is understood that this is supposed to be done by the 
 various  entities that are generating the transactions in an offline mode, this process leaves open the 
possibility that the expenditure can exceed the budget allocation and undermine the aforementioned 
principles.

Understanding what incentives drive countries to make use of the FMIS is important. If it is a technical 
problem, it can be addressed through investments to improve the quality and comprehensiveness of the 
data. However, it may also be that stakeholders do not want all spending to be subject to FMIS internal 
controls, avoid a paper trail or data prevenance, and be purposefully opaque in the process, leaving them 
more flexibility than would otherwise be possible. This undermines expenditure data attributes discussed 
earlier. The FMIS budget coverage estimate (table C.1) can serve as a measure of revealed preference and it 
would be valuable to calculate this annually and make publicly available such that all parties can be held to 
account.

TABLE C.2 Budget Items Not Routed through the FMIS at the Federal Level, 
Pakistan, 2016/17

Item Share of the budget (%)

Debt servicing (domestic and foreign) 30 .6

Capital budget 18 .4

Transfers and subsidies to state-owned enterprises 4 .8

Loans and transfers to province and others 1 .7

Postal department 0 .1

Foreign affairs 0 .4

Source: Hashim et al . 2019 .
Note: FMIS = financial management information system .
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Searching for the Cause of Inefficient Payment Delays in Cambodia

In Cambodia, the analysis of government expenditure microdata revealed a different picture. The total 
amounts processed through the FMIS represent a high percentage of the total domestically financed budget 
for 2017. This shows that the coverage of the FMIS is relatively high (table C.3). The transactions profile also 
reveals that the total number of transactions processed at the national level is very small: only 8.7 percent 
compared to 91.3 percent at the provinces.

An analysis of the granularity of the transactions suggest that the system is predominantly used 
for drawing out advances from the treasury, which are then processed offline. This then consti-
tutes a wider control problem with the payment approval process in the country. Line ministries 
and  spending units resort to taking advances, since it takes an inordinate time to process  payment 
requests through the treasury (estimated to take about three weeks to get a payment request 
 processed through treasury).

The petty cash and project advance data (figure C.1) show that the total amounts are a relatively mod-
est share of total disbursements. The petty cash process, when limited to small amounts and a low trans-
action threshold, can be a good way to provide easy access to small amounts of money to spending units 
like schools and health clinics and thereby support local expenditure management and service delivery 
by extension. However, at the central level some petty cash transactions were quite large (6% of petty cash 
transactions were worth more than US$100,000). At such high levels, this constitutes an accountability 
concern and undermines the quality of expenditure data as it becomes difficult to determine how this 
money was actually spent.

TABLE C.3 Total Amount Processed through the FMIS and Values They Represent, 
Cambodia, 2016/17

Total number of 
transactions

Share of total 
number (%) Total amount (riels) Share of total amount (%)

National level 19,004 8 .70 12,794,095 62 .9

Provincial treasuries 198,470 91 .30 7,530,580 37 .1

Total 217,474 100 20,324,676 100

Source: Hashim et al . 2019 .

FIGURE C.1 Advances as a Share of Total Spending, Cambodia, 2016/17

Source: Hashim et al . 2019 .

16

2.8

12.7

Total Center

% of total

Provinces

2.5
3.3

10.9

13.9

P
e

rc
e

n
t

14

12

10

8

6

4

2

0

Project advancePetty cash



THE GOVERNMENT ANALYTICS HANDBOOK672

In addition to petty cash advances, line agencies also receive program advances for line items that 
were not eligible for petty cash advances. These were mostly used for investment expenditure. The 
analysis showed that cash advances and program advances together made up half of the nonsalary part 
of the recurrent budget of many line agencies. Excessive use of these instruments points to delays and 
 complications in the regular payment process. It also implies inefficient cash management and are a risk 
factor for misuse of funds. Use of these payment modalities also avoids the ex ante control of payments 
that is part of Cambodia’s expenditure control system. It also means that the expenditure reports from 
the FMIS will not reflect the full expenditure at all levels before advances have been settled, making them 
difficult to use for informed policy analysis.

From a detailed analysis of granular transactions data. one can conclude that the process of using 
advances for such a large share of the recurrent spending is necessitated by an excessively onerous payment 
process. Agencies adopt these alternative methods to avoid any delays. However, the adoption of this coping 
mechanism is consequential for overall expenditure management. However, it will be difficult to avoid these 
issues until the root cause of inefficient payment processes is addressed.

The Cambodia case shows how an understanding of the expenditure data production can help inform 
problems in expenditure management and functions of government. Even though the FMIS budget coverage 
estimate (table C.3) was high, the large advances are an accountability and efficiency concern. Incentives for 
budget managers may be to perpetuate such a system as the status quo extends to them a lot of control over 
resources with limited oversight.

REFERENCES

Potter, Barry H., and Jack Diamond. 1999. Guidelines for Public Expenditure Management. Washington, DC: International 
Monetary Fund.

Hashim, Ali, Moritz Piatti-Fünfkirchen, Winston Cole, Ammar Naqvi, Akmal Minallah, Maun Prathna, and Sokbunthoeun 
So. 2019. “The Use of Data Analytics Techniques to Assess the Functioning of a Government’s Financial Management 
Information System: An Application to Pakistan and Cambodia.” Policy Research Working Paper 8689, World Bank, 
Washington, DC.

Premchand, Arigapudi. 1995. Effective Government Accounting. Washington, DC: International Monetary Fund.



673

APPENDIX D

Traditional Public 
Procurement Indicators
Chapter 12 Appendix

TABLE D.1 Public Procurement Indicators

Indicators Data inputs Description

Dimension 1: Time effectiveness of the tendering process

Preparation period (2-1)
Bid submission period (3-2)
Tender evaluation period (4-3)
Approval period (5-4)
Contract signing period (6-5)
Contract effective period (7-6)
Contract validity period (8-7)
Contract duration (9-8)

1 . Initiation date
2 . Publishing date
3 . Submission deadline
4 . Evaluation signing date
5 . Evaluation approval date
6 . Contract signing date
7 . Contract effective date
8 . Contract validity/end date
9 . Contract end/revised date

Data source: Tender or 
contract data
All periods need not all be 
covered; however, some key 
periods should be included:
1 . Preparation period
2 . Tender evaluation
3 . Contract signing period
4 . Contract duration

Dimension 2: Accessibility and openness of the tendering process

Accessibility during submission 1 . Number of documents sold
2 . Number of bid submissions
3 . Number of responsive bids
4 . Number of bids withdrawn
5 . Tender security amount and validity

Data source: Bid and tender 
data

Accessibility through eligibility 1 . Technical qualifications needed
2 . Past experience needed
3 . Bid security requirement
4 . Firm turnover requirements
5 .  Length of eligibility criteria 

(number of words)
6 .  Length of assessment criteria 

(number of words)

Data source: Tender 
requirements and 
qualifications

Accessibility through location 1 . Location of procurement
2 . Regional eligibility for contract

Data source: Tender data

Accessibility through publication 1 . Advertisement of tender in newspapers
2 . Newspaper publication date
3 . Advertisement of tender on website
4 . Portal publication date

Data source: Tender data

(continues on next page)
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TABLE D.1 Public Procurement Indicators (continued)

Indicators Data inputs Description

Dimension 3: Efficiency in procurement size and consolidation

Procurement size 1 . Estimated value
2 . Lot value
3 . Number and type of lots
4 . Quantity of items in lots
5 . Unit price

Dimension 4: Procurement planning efficiency

Expected preparation period
Expected bid submission period
Expected tender evaluation period
Expected approval period
Expected contract signing period
Expected contract effective period

1 . Planned initiation date
2 . Planned publishing date
3 . Planned submission deadline
4 . Planned evaluation signing date
5 . Planned evaluation approval date
6 . Planned contract signing date

Data source: Annual 
procurement plans

Expected contract validity period
Expected contract duration

1 . Planned contract effective date
2 . Planned contract validity/end date
3 . Planned contract end/revised date

Budget allocation 1 . Total budget for procuring entity
2 . Total budget for procurement
3 . Planned value of procurement by item

Data source: Budget

Dimension 5: Transparency and integrity of bidding, evaluation, and approval

Transparency in process 1 . Time for bid preparation
2 . Use of the “emergency” exemption
3 . Opt-out of a centralized procedure
4 . Relaunch of annulled procedure
5 . Call for tender modifications
6 . Complexity of tender description
7 . Length of product description
8 . Single bidder tender

Data source: Tender data

Transparency in evaluations 1 . Share of excluded bids
2 . Time for handling complaints
3 .  Weight of nonprice evaluation criteria

Data source: Bid and 
evaluation data

Transparency in awards 1 . Notification of award date
2 . Where the notification was published

Data source: Contract data

Dimension 6: Competition and collusion

Process 1 . Open procedure Data source: Tender data

Participation 1 . Number of bidders
2 . Share of incumbent bidders
3 . Share of SME bidders
4 . Share of WOE bidders
5 . Share of local bidders
6 . Share of international bidders

Data source: Bid data

Competition 1 . Winning rebate
2 . Supplier is an incumbent firm
3 . Supplier is an SME firm
4 . Supplier is a WOE firm
5 . Supplier is a local firm
6 . Supplier is an international firm

Data source: Contract data

Market 1 . Winning advantage of incumbent
2 . Winning advantage of local firms
3 . Market share of successful bidders
4 . Market concentration

Data source: Bid and 
contract data

(continues on next page)
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TABLE D.1 Public Procurement Indicators (continued)

Indicators Data inputs Description

Dimension 7: Contract implementation

Number of variations by type 1 . Contract variation date
2 . Nature of variations

Data source: Either as wide in 
tender-level data or as long in 
variations/modifications–level 
data

Number of modifications/cancellations 1 . Modification date
2 . Cancellation date
3 . Type of modification/cancellation

Time overruns 1 . Planned contract end date
2 . Revised contract end date

Cost overruns 1 . Planned contract amount
2 . Revised contract amount

Data needed to show heterogeneity in indicator/outcomes

Purchaser 1 . Contracting authority name
2 . Location of contracting authority
3 .  Contracting authority officer name and 

designation on tender

Procurement 1 .  Category of procurement process 
(open, DC, RFP)

2 .  Type of procurement 
(goods, works, services)

3 . Procurement product:
 a) Description/name of works
 b) Product code (e .g ., CPV), if any

Evaluation committee and approving authority 1 .  Name, designation, office of evaluation 
committee member and chair

2 .  Name, designation, office of approving 
authority

Firms 1 . Name and address of firm
2 . Proprietor name, if any
3 . History and status of debarment
4 . Tax and registration details

Source: Original table for this publication .
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APPENDIX E

Tools to Assess Quality of 
Government Processes
Chapter 13 Appendix

TABLE E.1 Tool to Assess Quality of Government Process, Ghana

1 . UNIT DETAILS

(i) Assessor name

(ii) Assessor ID

(iii) Date

(iv) Organization

(v) Division/unit Dropdown list OR “Other” if not on list → specify name

(vi) File ID/Reference number

(vii) File subject (as stated on cover or best 
guess)

(viii) File date coverage (as stated on cover or 
best guess)

Opened: Closed (if applicable):

2 . QUALITY OF PROCEDURE

(i) Can you describe what percentage of the following elements are complete?

(a) How complete is the file ladder? (Each transfer should be documented .) 1 = 0–19%
2 = 20–39%
3 = 40–59%
4 = 60–79%
5 = 80–100%

(b)  Does each step in the file ladder have dates? (Each transfer is associated with 
a date .)

1 = 0–19% 
2 = 20–39%
3 = 40–59%
4 = 60–79%
5 = 80–100%

(ii) Are folios within the file organized and numbered consecutively? 1 = 0–19%
2 = 20–39% 
3 = 40–59%
4 = 60–79%
5 = 80–100%

(continues on next page)
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(iii) Where applicable, are minutes, memos? and other necessary records? 1 = 0–19%
2 = 20–39%
3 = 40–59%
4 = 60–79%
5 = 80–100%
9 = Not applicable

(iv) What proportion of incoming correspondence has an organizational stamp/date/
signature?

1 = 0–19%
2 = 20–39%
3 = 40–59%
4 = 60–79% 
5 = 80–100%
9 = Not applicable

(v) What proportion of outgoing correspondence has a dispatch stamp/date/
signature?

1 = 0–19%
2 = 20–39%
3 = 40–59%
4 = 60–79%
5 = 80–100%
9 = Not applicable

(vi) Are there any of the following discrepancies in the file?

(a) Duplicates 1 = Yes
2 = No

(b) Drafts 1 = Yes
2 = No

(c) Irrelevant materials (misfiling) 1 = Yes
2 = No

(d) Miscellaneous items (including leaflets) 1 = Yes
2 = No

(vii) In general, to what extent does the file organization adhere to government 
procedure? (Give an overall score from 0 to 100 .)

1 = 0–19 (worst)
2 = 20–39 (poor)
3 = 40–59 (neutral)
4 = 60–79 (good)
5 = 80–100 (best)

3 . QUALITY OF CONTENT

(i) How would you characterize the quality of content you have in the file along the following margins?

(a) Background to issues 1 = Very poor
2 = Poor
3 =  Neither poor nor good
4 = Good
5 = Very good

9 = Not applicable

(b) Clearly outlining what courses of action are available or taken 1 = Very poor
2 = Poor
3 = Neither poor nor good
4 = Good
5 = Very good

9 = Not applicable

(c) The file is organized in a logical flow (where applicable, with an issue arising, being 
treated consecutively, and then resolved) .

1 = Very poor
2 = Poor
3 = Neither poor nor good
4 = Good
5 = Very good

9 = Not applicable

(continues on next page)
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(d) Choices are based on evidence in file . 1 = Very poor
2 = Poor
3 = Neither poor nor good 
4 = Good
5 = Very good

9 = Not applicable

(e) Clarity on who should take action at each stage . 1 = Very poor
2 = Poor
3 = Neither poor nor good
4 = Good
5 = Very good
8 = I don’t know
9 = Not applicable

(f) Proportion of relevant materials have a clear deadline . 1 = Very poor
2 = Poor
3 = Neither poor nor good
4 = Good
5 = Very good

9 = Not applicable

4 . HOLD-UPS BY OTHER UNITS/DIVISIONS

(i) Is there evidence that other units or divisions have had
to act on the file?

1 = Yes
2 = No

(ii) If yes: i) specify each unit; ii) write the date transferred and received; and iii) please 
take a photo of the file ladder .

Unit providing input:  
Date transferred:
Date received:
Unit providing input:  
Date transferred:
Date received:
Unit providing input:  
Date transferred:
Date received:

5 . ANSWERING THIS QUESTIONNAIRE

(i) To what extent do you feel that 
you have all the information 
you need to assess the quality 
of decisions in the file?

☐ I have all the information I need to make a judgment on the quality of 
decision-making in the file .

☐ I am missing information, but it is not critical to the decision .
☐ I struggle to make a judgment on the quality of decision-making because 

of the limited information presented in the file .

(ii) Did you encounter any of the 
following challenges in judging 
the quality of the file?
Select all that apply .

1 = The file was poorly organized
2 = Little information provided in file 
3 = Lack of coherence in the file
4 = Poor level of legibility
5 = Subject matter is technical/difficult to judge
6 = Other (Please, specify ______________):
7 = No challenges encountered
9 = Not applicable

Source: Government of Ghana .

THANK YOU FOR YOUR TIME AND CONSIDERATE ANSWERS

TABLE E.1 Tool to Assess Quality of Government Process, Ghana (continued)
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TABLE E.2 Tool to Assess Quality of Government Process, Liberia

1 . ADMINISTRATIVE DETAILS

Q .# Question Answer options
[PROGRAMMER Instructions] /
ENUMERATOR Instructions

(i) Enumerator name [Text]

(ii) Enumerator ID [Numeric]

(iii) Date [Date]

(iv) File identifier/number 
(that contains PMS 
form) from front of file

01 =
Number __________________
02 =
Letter ____________________
03 = File/folder
name____________________
800 = No filing system
>> Describe location of file

[Allow choice of ONE answer option . If select 01, 
allow numeric answer;
If select 02–03, allow text;
If select 800, prompt Enumerator to enter 
description of file location]
/ Enter file number, letter or file name describing 
location of PMS form reviewed .

(v) Organization/ministry/
agency/institution

[Allow choice of ONE answer option .
Add in predefined dropdown list]

(vi) Department [See Excel file for Department 
lists per MAC] 
900 = Department unknown

[Allow choice of ONE answer option .
Add in predefined dropdown list, where 
departments shown depend on the MAC chosen . 
Also include option “Department unknown”… .]

(vii) Division/unit [See Excel file for Unit lists 
per MAC and Department] 
700 = Other (unit not in list)
>> Type unit name

900 = Unit unknown

[Allow choice of ONE answer option .
Add in predefined dropdown list, where units 
shown depend on the MAC and department 
combination chosen . Also include option “Unit 
unknown .” IF select 700, prompt Enumerator to 
enter Unit name .]

(viii) Name of employee/
appraisee

Other (name not in list)
→ Type name

[Add in predefined dropdown list, where specific 
names shown depend on unit selected . Also 
include… .]

(ix) Position/job title Director/manager/supervisor/
technician/support staff
800 = Job title not written

(x) Name of supervisor

(xi) Which forms have 
been completed for 
employee in 2017?
Tick all that apply

01 = Form 1 – Employee 
performance planning and 
midyear progress review form
02 = Form 2 – Employee self-
assessment form

[Allow MULTIPLE selection of listed options .
ONLY show the questions 1 – xii to 1 – xvi that 
correspond with the answer selected here . 
Example: if only select option 01, then only ask 
Enumerator to fill .

03 = Form 3 – Performance 
appraisal form

in Q . 1 – xii and 1 – xiii .]
/ Select all PMS forms for the 2017 cycle that you 
can find for the employee . If no forms are found for 
an employee, then do not fill in a survey for that 
person .

(xii) Form 1 – Objectives 
and Indicators: Date of 
employee performance 
planning

Day / Month / Year
800 = No date visible on form

[Allow date entry and “no date visible” option .] / 
See if date was entered anywhere on form when 
the first two columns (Objectives and Indicators) 
were completed . This should have been earlier 
in 2017 . If no date is written, then select “No date 
visible on form .”

(continues on next page)
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(xiii) Form 1 – Progress 
report and 
assessments: Date 
of midyear review 
(supervisor sign-off)

Day / Month / Year
800 = No date visible on form

[Allow date entry and “no date visible” option .] / 
See date entered at the bottom of the sheet . If only 
the Objectives and Indicators columns are filled in, 
then enter the date seen at the bottom in question 
(xii) and select “No date visible on form” for this 
question (xiii) . If no date is written, then select “No 
date visible on form .”

(xiv) Form 2 - Employee 
self-assessment: 
Review date

Day / Month / Year
800 = No date visible on form

[Allow date entry and “no date visible” option .] 
/ See “Review date” at the top of the form and 
“Date”’ at the bottom . If two different dates are 
given, then record the “Review date .” If no date is 
written, then select “No date visible on form .”

(xv) Form 2 - Employee 
self-assessment: 
Period under review

Month / Year – Month / Year
800 = No date visible on form

[Allow date entry and “no date visible” option .] / 
See “Period under review” at the top of the form . If 
no date is written, then select “No date visible on 
form .”

(xvi) Form 3 – Annual 
performance appraisal: 
Review date

Day / Month / Year
800 = No date visible on form

[Allow date entry and “no date visible” option .] / 
See “Reviews” date at the bottom of the Part C of 
the form . If no date is written, then select “No date 
visible on form .”

[Programmer note: (xii) – (xvi) should follow if corresponding forms are ticked in (xi). Similarly, 
questions in section 2 corresponding to specific forms should follow if relevant forms are available.]

2 . QUALITY OF PROCEDURE FOR INDIVIDUAL FORMS

Q .# Question Answer options
[PROGRAMMER Instructions] /
ENUMERATOR Instructions

Form 1 – Employee Performance Planning and Midyear Progress Review Form

(i) Form 1 - OBJECTIVES 0 = No objectives listed [Allow choice of ONE answer option .

EXIST: How many different/
unique categories of objectives 
are on form?

→ skip to question 2 – v .
1 = One objective
2 = Two objectives
3 = Three objectives
4 = Four objectives
5 or more = Five objectives or more

9 = Document is missing
→ skip to questions on
Form 3 (2 - xiii)

IF 0 is entered, then skip to Q . 2 v .
IF 9 is entered, then skip to Q . 2 xiii .] 
/ Count the number of objectives 
written on Form 1, in column 1 .

(ii) Form 1 - OBJECTIVES
SMART: How many of
the objectives are specific?

Number_____________________ [Numeric value allowed] / Count 
the number of objectives that are 
SPECIFIC in their language, then 
enter the number .

(iii) Form 1 - OBJECTIVES
SMART: How many of
the objectives are measurable?

Number_____________________ [Numeric value allowed .] / Count 
the number of objectives that are 
MEASURABLE in their language, 
then enter the number .

(iv) Form 1 - OBJECTIVES
SMART: How many of the 
objectives are timebound?

Number_____________________ [Numeric value allowed .] / Count the 
number of objectives that are TIME- 
BOUND in their language, then 
enter the number .

(continues on next page)
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(v) Form 1 - TARGETS
EXIST: How many lines of 
performance indicators are on 
form?

Number_____________________
0 → skip to Q . 2 xiii 
(questions on Form 3)

[Numeric value allowed .
IF 0 is entered, then skip to Q . 2 xiii 
and section on Form 3] / See targets 
written in column 2 on Form 1, titled 
“Performance indicators,” with one 
target per row . Count the number 
of targets written and enter the 
number .

(vi) Form 1 - TARGETS
RELATE: How many 
performance indicators
are directly linked to objectives?

Number _____________________ [Numeric value allowed .] / Count the 
number of targets that are LINKED 
TO THE OBJECTIVES, then enter 
the number .

(vii) Form 1 - TARGETS 
MEASURABLE: How
many performance indicators 
are measurable/can be verified 
by supervisor?

Number _____________________ [Numeric value allowed .] / Count 
the number of targets that are 
MEASURABLE, then enter the 
number .

(viii) Form 1 - MIDYEAR
REPORTS: For how many of the 
objectives has the employee 
given a progress report?

Number _____________________
800 = “Achievement progress 
report” column not filled in .

[Numeric value allowed and answer 
option 800 .] / Look at column 3, 
“Achievement progress report .” For 
how many of the objectives has the 
staff recorded their progress?

(ix) Form 1 - MIDYEAR
REPORTS: How many of
the objectives were met/
achieved?

Number _____________________
800 = “Achievement progress 
assessment”

[Numeric value allowed and answer 
option 800 . IF answers 800, then 
skip to Q . 2 – xi on development 
needs .] / Read the supervisor’s 
comments in column 4,

Column not filled in . → skip to Q . 2 xi “Achievement progress 
assessment,” and count how many 
objectives he/she says that the staff 
ACHIEVED the OBJECTIVE .

(x) Form 1 - MIDYEAR
REPORTS: Did the 
supervisor give employee 
recommendations on how to 
meet their objective?

1 = Yes
2 = No

[Allow choice of ONE answer 
option .] / Read the supervisor’s 
comments in column 4, 
“Achievement progress 
assessment .” Does he/she give the 
staff any ADVICE on how to achieve 
the objective or improve their work?

(xi) Form 1 - MIDYEAR
REPORTS: Did the supervisor 
identify the development needs 
of the employee?

1 = Yes
2 = No

[Allow choice of ONE answer 
option .] / Look at section 2, column 1 
“Development needs .” Did the 
supervisor fill in this column, listing 
the skills that the staff needs to 
develop?

(xii) Form 1 - MIDYEAR
REPORTS: Did the supervisor 
recommend HOW (activities) to 
build the employee’s capacity?

1 = Yes
2 = No

Allow choice of ONE answer option .] 
/ Look at section 2, column 2, 
“Capacity-building activities .” Did 
the supervisor fill in this column, 
advising the staff HOW they should 
develop needed skills?

(continues on next page)
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Form 3 – Performance Appraisal Form

(xiii) Form 3 - ENDYEAR
REPORTS: Annual appraisal 
reports on objectives in 
performance plan (and provides 
ratings of objectives)

0 = No objectives reported on
1 = Small proportion of objectives 
reported on
2 = Half of objectives reported on
3 = Most objectives reported on
4 = All objectives reported on

9 = Document is missing
→ skip to questions on
ratings (2 – xvii)

[Allow choice of ONE answer option . 
IF 9 is entered, then skip to Q . 2 
xvii .] / Look at the objectives written 
on Form 1, column 1 and compare 
these to the objectives reviewed on 
Form 3, column 1, “Key objectives .” 
Of the objectives originally listed on 
Form 1, please document to what 
extent progress on these objectives 
are reported on in Form 3 .

(xiv) Form 3 - FEEDBACK
QUALITY: Comments are 
substantive and provide a 
quality assessment of officers 
contributions (even if discussion 
is that officer had to do work not 
in key objectives)

0 = No comments substantive
1 = Small proportion of comments 
substantive 
2 = Half of comments substantive
3 = Most comments substantive
4 = All comments substantive

800 = Section 1, column 4; 
section 3 and Part C “remarks” are 
not filled in .

[Allow choice of ONE answer option . 
IF select 800, then skip to Q . 2 
xvi .] / Look at section 1, column 4 
(“Achievement assessment”) and 
Part C (“General remarks”) – I . What 
proportion of their comments did the 
supervisor give the staff feedback 
on how well/poorly they did their 
work?

(xv) Form 3 - CONSTRUCTIVE
FEEDBACK: Annual appraisal 
provides feedback on areas of 
weakness (development needs/
capacity-building needs) and if 
these have been addressed

0 = No comments constructive
1 = Small proportion of comments 
constructive
2 = Half of comments constructive
3 = Most comments constructive
4 = All comments constructive

[Allow choice of ONE answer option . 
IF 9 is entered, then skip to Q . 2 
xvii .] / Look at section 1, column 4 
(‘Achievement assessment”) and 
Part C (“General remarks”) – I . What 
proportion of their comments did the 
supervisor give the staff feedback 
on what skills and behavior as a 
worker they need to improve upon?

Overview of Forms 1–3

(xvi) Are all compulsory sections in all 
available forms filled out?

1 = Yes
2 = No

[Allow choice of ONE answer option] 
/ Document if you have recorded 
all the information requested in this 
survey, from Forms 1–3; based on 
the PMS forms that staff had filled in .

(xvii) What ratings are given to the achievements?

(a) Midyear review Key objective 1 = 
Key objective 2 = 
Key objective 3 = 
Key objective 4 = 
Key objective 5 =
Key objective 6 = 
Key objective 7 = 
Key objective 8 = 
Key objective 9 = 
Key objective 10 =

[Allow numeric entry next to EACH 
of the objectives identified in Q . 2 i
IF 1 was selected in Q . 2 i → show 
only one objective .
IF “5 or more” was selected in 
Q . 2 i → ask the Enumerator to enter 
scores for 10 objectives, but only 
make it mandatory for the first 5 .] /
Look at Form 1, section 1 table, 
column 5 “Rating,” and enter the 
score between 1 and 5 given for 
each objective .
IF there are, e .g ., 6 objectives but 
the tablet asks you for 10, then enter 
the ratings given for the first 6 and 
skip the remaining
objectives .

(continues on next page)
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(b) Annual appraisal Key objective 1 = 
Key objective 2 = 
Key objective 3 = 
Key objective 4 = 
Key objective 5 = 
Key objective 6 = 
Key objective 7 = 
Key objective 8 = 
Key objective 9 =
Key objective 10 =

[Allow numeric entry next to EACH .] 
/ Look at Form 3, section 1 table, 
column 5, “Rating,” and enter the 
score given for each objective .
IF there are, e .g ., 6 objectives but 
the tablet asks you for 10, then enter 
the ratings given for the first 6 and 
skip the remaining objectives .

3 . SCAN CONFIRMATION

Q .# Question Answer options
[PROGRAMMER Instructions] /
ENUMERATOR Instructions

(i) Have you taken a picture
of all available Forms 1–3 
for the employee?

1 = Yes
2 = No

[PROGRAMMER NOTE: If respondent responds “No” to 4.1, please state “Please take a picture of the 
appraisal form where possible.”]

4 . ANSWERING THIS QUESTIONNAIRE

Q .# Question Answer options
[PROGRAMMER
Instructions]

(i) To what extent 
do you feel that 
you have all the 
information you need 
to assess the quality 
of this form?

 ❒ I have all the information I need to make a judgement 
on the quality of this form .
 ❒ I am missing information, but it is not critical to the 
decision .
 ❒ I struggle to make a judgement on the quality of this 
form because of the limited information presented in 
the form/file .

[Allow choice of ONE 
answer option]

(ii) Did you encounter 
any of the following 
challenges in judging 
the quality of the 
form?

1 = The form was poorly organized
2 = Little information provided in file
3 = Lack of coherence in the form
4 = Poor level of legibility
5 = Subject matter is technical/difficult to judge
6 = Some pages were missing
7 = Other (Please specify:__________________)
8 = No challenges encountered

[Allow choice of MULTIPLE 
answer options .
IF select 7, then prompt 
for written comment on 
challenges faced .
IF select 8, then ]

THANK YOU FOR YOUR TIME AND CONSIDERATE ANSWERS
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[Programmer note:
For each form, draw a random uniform number (0,1) and for X<0.25 prompt Enumerator to 
 undertake module “VAL” as follows: “This appraisee has been randomly chosen for a follow-up 
 interview. Please go to the corresponding unit and ask to speak with them.”]

VAL . APPRAISAL VALIDATION

Q .# Question Answer options
[PROGRAMMER Instructions] / 
ENUMERATOR Instructions

FIND:
Please go to the corresponding unit and ask to speak with appraisee (NOT supervisor)

0 . Were you able to find
employee/appraisee?

1 = Yes
2 = No → END INTERVIEW

[Allow choice of ONE answer
option]

INTRODUCTION
Please state, “We are an independent research team working with the CSA, LIPA, and GC to understand the state of 
the appraisal process in this organization . We wanted to ask you some brief questions about your experience of the 
appraisal process over the past year .”

1 Would you be willing to answer a 
few questions?

1 = Yes → skip to question (3 .i)
2 = No → skip to question (2)

[Allow choice of ONE answer option 
IF select 1 → skip to Q . VAL 3 i
IF select 2 → skip to Q . VAL 2]

2 Would you mind telling us why 
you do not want to answer a few 
questions on your experience of 
the PMS?

1 = I do not have the time to do it 
2 = Not interested in the goal of this 
project
3 = Do not feel comfortable to 
answer questions
4 = Other, specify______________

[Allow choice of ONE answer option]

3 .i Were you involved in any 
appraisal or review process in the 
past year?

1 = Yes → skip to question (3 .iii)
2 = No

[Allow choice of ONE answer option 
IF select 1 → skip to Q . VAL 3 iii]

3 .ii Can I confirm that your supervisor 
has not undertaken any planning 
or review of your work program 
with you?

1 = No review process at all →
END INTERVIEW
2 = Some review process (though it 
may not be understood as appraisal 
process)

[Allow choice of ONE answer option 
IF select 1 → End Interview]

3 .iii Did you have at least one meeting 
with your supervisor regarding 
how your work has been going?

1 = Yes
2 = No → skip to question (3 .v)

[Allow choice of ONE answer option 
IF select 2 → skip to Q . VAL 3 v]

3 .iv Roughly when was this meeting? Month/Year [Date]

3 .v Did you receive constructive 
feedback?

1 = Yes
2 = No

[Allow choice of ONE answer option]
/ If respondent seems unsure of 
what “constructive feedback” 
means, then help clarify this with 
some examples .

3 .vi Did you agree on a capacity-
building program where relevant?

1 = Yes
2 = No
9 = Not applicable . None was 
needed .

[Allow choice of ONE answer option]
/ ONLY select “Not applicable” if 
respondent says that there was no 
area where they needed to improve .

3 .vii Are there any other notes you’d 
like to make about the appraisal 
process of this unit? Your answers 
will be kept confidential .

[Text]

THANK YOU FOR YOUR TIME AND CONSIDERATE ANSWERS

TABLE E.2 Tool to Assess Quality of Government Process, Liberia (continued)
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X . UNIT-LEVEL ASSESSMENT
(to be done ONCE for each UNIT after all individual appraisal forms have been reviewed)

Q .# Question Answer options
[PROGRAMMER Instructions] / ENUMERA-
TOR Instructions

CHECKLIST: For this unit, have you:
- reviewed all available appraisal forms?
- taken pictures of all available appraisal forms?
- planned visits to the unit to discuss the appraisal process with a random set of officials?

1 Organization/ministry/agency/
institution

[Dropdown list] [Allow choice of ONE answer option .
Add in predefined dropdown list]

2 Division/unit [Dropdown list]
700 = Other (unit not in 
list)
>> Type unit name

900 = Unit unknown

[Allow choice of ONE answer option . Add 
in predefined dropdown list, where units 
shown depend on the MAC and department 
combination chosen . Also include option 
“Unit unknown .” IF select 700, prompt 
Enumerator to enter unit name .]

(i) When reviewing the whole set of appraisal forms for a unit/all those filled in by an appraiser, were there any of the 
following discrepancies in the set of appraisal forms for the unit?
Note: large units sometimes include multiple appraisers. When answering the questions below, consider similarities 
(etc.) between all appraisal forms filled in by the same appraiser.

(a) All appraisal forms give the
same scores

1 = Yes
2 = No

[Allow choice of ONE answer option]

(b) Limited distribution of appraisal 
scores

1 = Yes
2 = No

[Allow choice of ONE answer option]

(c) Section 1 objectives are very 
similar across forms

1 = Yes
2 = No

[Allow choice of ONE answer option]

(d) Section 1 employee 
achievement notes are very 
similar across forms

1 = Yes
2 = No

[Allow choice of ONE answer option]

(e) Section 1 employee 
achievement notes are in same 
handwriting across forms

1 = Yes
2 = No

[Allow choice of ONE answer option]

(ii) Are there any other notes you’d 
like to make about the set of 
appraisal forms of this unit?

[Text]

Source: Government of Liberia .

THANK YOU FOR YOUR TIME AND CONSIDERATE ANSWERS

TABLE E.2 Tool to Assess Quality of Government Process, Liberia (continued)
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APPENDIX F

Further Details of Analysis
Chapter 15 Appendix

APPENDIX F.1 DETAILS ON TEXT ANALYSIS IN BEST, 
HJORT, AND SZAKONYI (2017)

This appendix provides some details of the procedure used in Best, Hjort, and Szakonyi (2017) to catego-
rize procurement purchases into groups of homogeneous products. They proceed in three steps. First, they 
transform the raw product descriptions in our data into vectors of word tokens to be used as input data in 
the subsequent steps. Second, they develop a transfer learning procedure to use product descriptions and 
their corresponding Harmonized System product codes in data on the universe of Russian imports and 
exports to train a classification algorithm to assign product codes to product descriptions. They then apply 
this algorithm to the product descriptions in the procurement data. Third, for product descriptions that are 
not successfully classified in the second step, either because the goods are nontraded or because the product 
description is insufficiently specific, they develop a clustering algorithm to group product descriptions into 
clusters of similar descriptions.

Once the data are grouped into products, they create the main outcome of interest unit prices in three 
steps. First, they standardize all units to be in SI units (e.g., convert all lengths to meters). Second, for each 
good, they keep only the most frequent standardized units (i.e., if a good is usually purchased by weight 
and sometimes by volume, they keep only purchases by weight). Third, they drop the top and bottom 5% of 
the unit prices for each good since in some cases the number of units purchased is off by an order of mag-
nitude, spuriously creating very large or very small unit prices due to measurement error in the quantity 
purchased.

Preparing Text Data

The first step of the procedure “tokenizes” the sentences that will be used as inputs for the rest of the pro-
cedure. They use two data sets of product descriptions: (1) the universe of customs declarations on imports 
and exports to and from Russia in 2011–13; and (2) the product descriptions in the procurement data. Each 
product description is parsed in the following way, using the Russian libraries for Python’s Natural Language 
Toolkit1:
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1. Stop words are removed that are not core to the meaning of the sentence, such as “the,” “and,” and “a.”

2. The remaining words are lemmatized, converting all cases of the same word into the same “lemma” or 
stem. For example, “potatoes” becomes “potato.”

3. Lemmas two letters or shorter are removed.

We refer to the result as the tokenized sentence. For example, the product description “NV-Print Car-
tridge for the Canon LBP 2010B Printer” would be broken into the following tokens: [cartridge, NV-Print, 
printer, Canon, LBP, 3010B]. Similarly, the product description “sodium bicarbonate - solution for infusion 
5%, 200 ml” would result in the following tokens: [sodium, bicarbonate, solution, infusion, 5%, 200 ml].

Classification

In the second step of the procedure, they train a classification algorithm to label each of the sentences 
in the customs data with one of the HC labels in the set of labels in the customs data set, HC. To pre-
pare the input data, each of the NC tokenized sentences ti in the customs data set is transformed into 
a vector of token indicators and indicators for each possible bigram (word-pair), denoted by Xi ∈ χC. 
Each sentence also has a corresponding good classification gi ∈ gC, so we can represent the customs data 
as the pair {XC, gC} and we seek to find a classifier ĝC (x) : χC → HC that assigns every text vector x to a 
product code.

As is common in the literature, rather than solving this multiclass classification problem in a single step, 
they pursue a “one-versus-all” approach and reduce the problem of choosing among G possible good classifi-
cations to GC binary choices between a single good and all other goods, and then combine them (Rifkin and 
Klautau 2004). We do this separately for each 2-digit product category. Each of the GC binary classification 
algorithms generates a prediction pg (xi), for whether sentence i should be classified as good g. They then 
classify each sentence as the good with the highest predicted value:

 
.
 (F.1.1)

Each binary classifier is a logistic regression solving

 
,
 (F.1.2)

where

 
.

The minimands ŵg and âg are then used to compute pg (xi) = ŵg · xi + âg with which the final classification is 
formed using equation (F.1.1). The procedure is implemented using the Vowpal Wabbit library for Python.2 
This simple procedure is remarkably effective; when trained on a randomly selected half of the customs data 
and then implemented on the remaining data for validation, the classifications are correct 95% of the time.

Having trained the algorithm on the customs data set, they apply it to the procurement data set wherever 
possible. This is known as transfer learning (see, for example, Torrey and Shavlik 2009). Following the ter-
minology of Pan and Yang (2010), the algorithm gC performs the task Tc = {HC, gc (·)}, learning the function 
Gc (·) that maps from observed sentence data X to the set of possible customs labels Gc. The algorithm was 
trained in the domain DC = {χC, F (X)}, where F (X) is the probability distribution of X. This algorithm then 
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needs to be transferred to the domain of the procurement data set, DB = { XB, F (X)}, so that it can perform 
the task TB = {HB,gB (·) }.

The function to be learned and the set of possible words used are unlikely to differ between the two 
domains—a sentence that is used to describe a ball bearing in the customs data will also describe a ball bear-
ing in the procurement data, so χC= χB, and hC (·) = hB (·). The two key issues are, first, that the likelihoods 
that sentences are used are different in the two samples, so that F (X)C ≠ F (X)B.This could be because, for 
example, the ways that importers and exporters describe a given good differs from the way public procure-
ment officials and their suppliers describe that same good. In particular, the procurement sentences are 
sometimes not as precise as those used in the trade data. The second issue is that the set of goods that appear 
in the customs data differs from the goods in the procurement data, so that HC ≠ HB. This comes about 
because nontraded goods will not appear in the customs data but may still appear in the procurement data.

To deal with these issues, they identify the sentences in the procurement data that are unlikely to have 
been correctly classified by ĥc and instead group them into goods using the clustering procedure described 
in the following section. They construct two measures of the likelihood that a sentence is correctly classified. 
First, the predicted value of the sentence’s classification ĝC (xi) as defined in (F.1.1). Second, the similarity 
between the sentence and the average sentence with the sentence’s assigned classification in the customs data 
used to train the classifier.

To identify outlier sentences, they take the tokenized sentences that have been labeled as good 
g, tg = {ti : ĝC(xi) = g} and transform them into vectors of indicators for the tokens vgi.3 For each good, they 

then calculate the mean sentence vector in the customs data as . Then, to identify outlier 

sentences in the procurement data, they calculate each sentence’s normalized cosine similarity with the 

good’s mean vector,

 
,
 (F.1.3)

  

is the cosine similarity of the sentence vector vgi with its good mean vg,
4 Kg is the number of tokens used in 

descriptions of good g, and  is the mean of good g’s sentence cosine similarities. Sentences 

are deemed to be correctly classified if their predicted value ĝC (xi) was above the median and their normal-
ized cosine similarity θgi was above the median.

Clustering

The third step of the procedure takes the misclassified sentences from the classification step and groups them 
into clusters of similar sentences. These clusters are then used as the good classification for this group of pur-
chases. To perform this clustering, we use the popular k-means method. This method groups the tokenized 
sentences into k clusters by finding a centroid Ck for each cluster to minimize the sum of squared distances 
between the sentences and their group’s centroid. That is, it solves

 , (F.1.4)
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where f (c, ti) returns the closest centroid to ti. To speed up the clustering on such a large dataset the 
 algorithm is implemented by mini-batch k-means. Mini-batch k-means iterates over random subsamples 
(in this case of size 500) to minimize computation time. In each iteration, each sentence is assigned to its 
closest centroid, and then the centroids are updated by taking a convex combination of the sentence and its 
centroid, with a weight on the sentence that converges to zero as the algorithm progresses (see Sculley 2010 
for details).

The key parameter choice for the clustering exercise is k, the number of clusters to group the sentences 
into. As is common in the literature, this is made using the silhouette coefficient. For each sentence, its 
 silhouette coefficient is given by

 
,
 

(F.1.5)

where a(i) is the average distance between sentence i and the other sentences in the same cluster, and b(i) 
is the average distance between sentence i and the sentences in the nearest cluster to sentence i’s cluster. 
A high value of the silhouette coefficient indicates that the sentence is well clustered: it is close to the 
 sentences in its cluster and far from the sentences in the nearest cluster. They start by using a k of 300 for 
each 2-digit product category. For 2-digit product categories with an average silhouette coefficient larger 
than the overall average silhouette coefficient, they tried k ∈ {250, 200, 150, 100, 50, 25, 10, 7}, while for 
product categories with a lower than average silhouette coefficient they tried k ∈ {350, 400, 450, 500, 550, 
600, 650, 700, 750, 800, 850, 900, 950, 1,000} until the average silhouette score was equalized across 2-digit 
product codes.

APPENDIX F.2 CONSTRUCTION OF ITEM VARIETY MEASURES 
IN BANDIERA ET AL. (2021)

This appendix describes the methods used to construct the item variety measures used in Bandiera et al. 
(2021). The idea behind the methods is to use data that allow us to hold constant all the features of the good 
that can affect its price in the control group.

The first three measures address these issues through manual grouping of attributes and using hedonic 
regressions to reduce the dimensionality of the measures. They begin by manually grouping attributes 
to ensure common support and avoid overfitting. Most of the attributes used are categorical and so they 
group values. For values that occur less than three times in the experiment’s control group or only in 
the treatment group, they either group them together with similar values (using contextual knowledge 
and extensive googling to find similar values) or if similar values are not available, set them to missing. 
Observations with all attributes missing after this cleaning are dropped. Ensuring that each group appears 
at least three times avoids overfitting, and ensuring that the groups are observed in both the control and 
treatment groups ensures common support. These groups then form the Xigto controls used in the hedonic 
regressions (??).

The fourth measure, machine learning, develops a variant of a random forest algorithm to allow for non-
linearities and interactions between attributes that the hedonic regression ?? rules out and also to perform 
the grouping of attributes’ values in a data-driven way. For this, they do much lighter cleaning of the data 
only harmonizing spellings. They then train a random forest algorithm for each item, averaging 500 trees to 
form predicted prices.

After training each tree in the control group, the algorithm places each observation in the treatment 
groups into its corresponding leaf. It first places all treatment group observations that only have attributes 
that are sufficient to place it into a unique leaf in the tree. Then, for observations that have an attribute that 
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prevents it from being placed into a leaf, the algorithm selects all leaves the observation could be placed into 
given the attributes that can be used, and then for each attribute that cannot be used, replaces that attribute 
with the category in the same treatment group with the closest average, but that does appear in the control 
group. Once every observation is placed into a leaf, the average price among control group observations in 
the leaf is then that tree’s predicted price. Averaging the 500 trees generates the machine learning measure of 
item variety.

NOTES

1. Documentation on the Natural Language Toolkit (NLTK) can be found at http://www.nltk.org/.
2. See http://hunch.net/-vw/.
3. Note that these vectors differ from the inputs Xi to the classifier in two ways. First, they are specific to a certain 

good, and second, they omit bigrams of the tokens.
4. Note that the cosine similarity ranges from 0 to 1, with 0 being orthogonal vectors and 1 indicating vectors pointing in 

the same direction.
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APPENDIX G

Further Details of Analysis
Chapter 19 Appendix

A FORMAL TEST OF THE MODAL DIFFERENCE BY ORGANIZATION

Further to the analysis summarized in figure 19.3 in chapter 19, we conduct more formal tests by fitting an 
ordinary least squares (OLS) model with survey mode and organization dummies as predictors and then 
using F-tests to compare to the same model where the mode and organization variables are interacted. 
We find that interaction leads to statistically significant improvement of model’s fit across all three  indices. 
The results confirm what the descriptive analysis suggested: some organizations are significantly more 
prone to mode effects. For example, all five organizations with the largest mode differences for each index 
(as shown in figure 19.4 in chapter 19) have interaction effects that are significant at the 5 percent level. 
 Fitting a mixed model with random effects for survey mode for each organization also confirms that the 
mode effects are indeed present and that their strength differs across organizations (see figure G.3).

FURTHER INVESTIGATIONS INTO THE ROLE OF 
INDIVIDUAL CHARACTERISTICS

The findings outlined in chapter 19 suggest that certain demographic characteristics may make individ-
uals more susceptible to mode effects on certain survey topics but not others. However, the scarcity of 
clear patterns for the control variables and the low overall explanatory power indicated by R2 suggests that 
unobservable characteristics may play a significant role in the degree to which that individual experiences 
survey mode effects. To further assert the role of mode effects and remove the concern of spuriousness due 
to unobservable variables, we retested the model in several ways. Overall, the results confirmed the mode 
effects for the management and motivation indexes but also showed that those effects for the ethics index 
merit some qualifications. First, guided by figure 19.7 in chapter 19 and the differences between groups 
of respondents it showed, models of table 19.3 in chapter 19 were reestimated adding interaction effects 
between survey mode and some key demographic controls. The results are shown in table G.6. They  confirm 
the significance and size of independent mode effects for management and motivation index. For both of 
those, the mode effects, as well as the aforementioned coefficients for age and job tenure, remain substan-
tially unchanged. None of the added interactions enter the regressions significantly. In contrast, the survey 
mode effects for the ethics index loses its significance and size, which are however picked up by the inter-
actions. They confirm what figure 19.7 in chapter 19 visually hinted at and what we discussed in its context, 
namely that managers provide more positive answers to ethical questions in face-to-face mode compared to 
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online mode. Almost exactly the same pattern exists for civil servants as compared to contractual workers. 
It is however missing for gender.

As a second robustness check, we adjusted p-values from table 19.3 in chapter 19 for multiple testing 
(Romano and Wolf 2016). With many predictor variables it is always possible that some coefficients will 
come up as significant due to chance alone. We use a stepdown Romano-Wolf adjustment of p-values to 
account for that concern. Those values are presented in table G.7. They suggest that in the models without 
any controls, p-values of mode effect are well below the standard 5 percent significance level across all three 
indices. Including the standard set of controls does not affect those conclusions; all p-values point to highly 
statistically significant mode effects for all indices.

Table G.7 also shows the results of our third robustness check, rerandomized p-values. To calculate 
those, the treatment status was randomly reassigned and the mode effects based on model specifications in 
table 19.3 in chapter 19 recalculated 1,000 times. The p-value produced corresponds to the proportions of 
simulations in which the mode effect was greater than under the original treatment assignment. In none of 
the simulations were the mode effects larger, suggesting that the effects in our original sample are a reflection 
of true differences.

As a fourth robustness check, we simulate treatment reassignments 50 times, each time reestimating the 
PSM model and plotting the distribution of difference between responses of online-mode individuals and 
their matched face-to-face (F2F) counterparts. Figure G.1 displays the results. The simulated distributions 
for the management and motivation index are clearly more symmetric and have a peak closer to 0 compared 
to the distribution under the original treatment assignment, which is positively skewed. This confirms the 
finding from rerandomization p-values, which indicated that obtaining mode effects larger than in our sam-
ple is highly improbable. The graph for the ethics index requires a bit closer inspection, but the fatter right 
tail of the simulated distribution (i.e., a greater share of matched individuals with positive difference) is the 
feature responsible for smaller mode effects in the simulated data.

Finally, we try to account for the unobserved characteristics of some individuals that make them 
 particularly sensitive to measurement. The strong potential effect of those variables is hinted at by the tails 
of distributions in figure 19.6 in chapter 19, which show that differences between matched individuals reach 
several standard deviations in some cases. Although the distribution of those extreme differences appears 
to be approximately symmetrical, they might matter considerably for our results. Given that it is possible to 
 isolate those individuals most sensitive to measurement outcomes, table G.1 repeats the analysis in table 19.2 
in chapter 19 but with a restricted sample that excludes individuals that exhibit the most extreme mode 
effects at the top and bottom 5th percentiles. We see that restricting the sample at that level ameliorates many 
of the most substantial mode effects in panel 3. The means at all three levels of analysis move somewhat in 
this restricted sample, but the change is not consistent across the levels and indices, in addition to not being 
substantial enough to affect our key conclusions.
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FIGURE G.1 Distribution of Survey Mode Differences across Matched Individuals, 
Alternative

Source: Original figure for this publication.
Note: The figure shows densities of differences between matched individuals in the original sample and compares them to placebo 
distributions that we obtain by randomly reassigning the treatment status across individuals, based on 50 rerandomizations. Blue dashed 
lines show the original sample mean differences.
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TABLE G.1 Mean Modal Differences, by Level of Analysis, Restricted Sample

Mean Minimum Minimum p25 p50 p75

(1) National level

Management index –0 .271 — — — — —

Motivation index –0 .326 — — — — —

Ethics index –0 .159 — — — — —

(2) Organizational level

Management index –0 .270 –1 .973 0 .948 –0 .537 –0 .085 0 .150

Motivation index –0 .320 –1 .429 0 .590 –0 .554 –0 .351 0 .005

Ethics index –0 .146 –0 .702 0 .680 –0 .289 –0 .173 –0 .035

(3) Individual level

Management index –0 .298 –2 .615 1 .817 –1 .098 –0 .274 0 .532

Motivation index –0 .340 –2 .806 1 .715 –1 .143 –0 .312 0 .364

Ethics index –0 .200 –1 .970 1 .576 –0 .394 0 .000 0 .000

Source: Original table for this publication .
Note: In this table, observations from the bottom or top of the 5th percentile of the difference at the individual level are removed . Panel (1) 
shows the full-sample differences in the means of the indices between online and face-to-face survey modes (x̂online – x̂f2f ) after leaving only 
the individuals whose matched difference falls between the 5th and 95th percentile . Panel (2) repeats those calculations at the level of each 
organization and summarizes their values . Panel (3) shows the distribution of differences in index values (falling between the 5th and 95th 
percentile) between individuals matched on the following variables: organization, job tenure, organization tenure, public administration 
tenure, pay grade, employee status (civil servant vs . contractual staff), age, gender, and education level . Propensity-score matching 
estimators impute the missing potential outcomes for each subject by using the average of the outcomes of similar subjects that receive the 
other treatment . Observations are matched using nearest-neighbor matching and the probability of treatment is calculated using a logit model . 
In the case of a tie, observations are matched with all ties .

TABLE G.2 Cox-Weibull Hazard Model of Online Survey Breakoff

Dependent variable

Model 1

(1) (2)

Age −0 .031** −0 .025* 
(0 .014)

Education: Undergraduate 0 .553
(0 .736)

0 .507
(0 .738)

Education: Master’s 1 .309*

(0 .728)
1 .158

(0 .730)

Education: PhD 0 .242
(1 .007)

−0 .125
(1 .012)

Gender: Male −0 .175
(0 .207)

−0 .173
(0 .210)

Status: Civil servant 0 .712
(0 .623)

0 .213
(0 .634)

Tenure in position 0 .020
(0 .019)

0 .009
(0 .019)

Tenure in organization 0 .009
(0 .019)

0 .044**

(0 .022)

Tenure in public administration −0 .007
(0 .020)

−0 .016
(0 .022)

(continues on next page)
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TABLE G.2 Cox-Weibull Hazard Model of Online Survey Breakoff (continued)

Dependent variable

Model 1

(1) (2)

Pay grade −0 .012
(0 .042)

−0 .009
(0 .042)

Average age at organization — −0 .166*

(0 .091)

Average education at organization — 1 .208
(0 .951)

Average gender at organization — 1 .788
(1 .320)

Average job tenure at organization — −1 .102
(1 .950)

Average organization tenure at organization — 0 .304**

(0 .134)

Average public administration tenure at organization — −0 .117*

(0 .060)

Average pay grade at organization — −0 .116
(0 .092)

Constant — −0 .140
(0 .124)

Observations 2,504 2,504

R2 0 .016 0 .031

Score (logrank) test 56 36 .072*** (df = 10) 77 .845*** (df = 18)

Source: Original table for this publication .
Note: *p<0 .1; **p<0 .05; ***p<0 .01 .

TABLE G.3 OLS Results: Number of “Don’t Know,” Refusal, and Missing Responses

Dependent variable

“Don’t know” rate “Refuse” rate Missing rate Total nonresponse rate

(1) (2) (3) (4)

Survey mode: Online 0 .042***

(0 .002)
1 .793***

(0 .139)
1 .619***

(0 .111)
7988***

(0 .276)

Age –0 .0002
(0 .0001)

–0 .010
(0 .010)

0 .029***

(0 .008)
–0 .001
(0 .019)

Gender: Male –0 .006***
(0 .002)

–0 .494***
(0 .154)

–0 .299**
(0 .123)

–1 .411***
(0 .305)

Education: Undergraduate –0 .002
(0 .004)

–0 .470
(0 .350)

–0 .725***

(0 .280)
–1 .386**

(0 .695)

Education: Master’s –0 .007
(0 .004)

–0 .812**

(0 .354)
–1 .007***

(0 .283)
–2 .588***

(0 .703)

Education: PhD –0 .008
(0 .006)

–0 .587
(0 .492)

–1 .051***

(0 .394)
–2 .518**

(0 .979)

(continues on next page)
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TABLE G.3 OLS Results: Number of “Don’t Know,” Refusal, and 
Missing Responses (continued)

Dependent variable

“Don’t know” rate “Refuse” rate Missing rate Total nonresponse rate

(1) (2) (3) (4)

Status: Civil servant 0 .006*

(0 .004)
–0 .133
(0 .292)

–0 .518**

(0 .234)
0 .044
(0 .581)

Pay grade 0 .001**

(0 .0003)
0 .045*

(0 .027)
0 .030
(0 .022)

0 .171***

(0 .055)

Tenure 0 .0004**

(0 .0002)
0 .047***

(0 .013)
0 .020*
(0 .011)

0 .110***
(0 .027)

Organization tenure –0 .0001
(0 .0002)

–0 .012
(0 .013)

0 .018*

(0 .011)
–0 .002
(0 .027)

Public administration tenure –0 .00001
(0 .0002)

0 .010
(0 .014)

–0 .087***
(0 .011)

–0 .077***
(0 .028)

Constant 0 .035***

(0 .009)
1 .056

(0 .680)
5 .832***

(0 .545)
9 .104***

(1 .353)

Observations 4,787 4,787 4,787 4,787

R2 0 .117 0 .046 0 .071 0 .174

Adjusted R2 0 .115 0 .044 0 .069 0 .172

Source: Original table for this publication .
Note: *p<0 .1; **p<0 .05; ***p<0 .01 .

TABLE G.4 OLS Results: Organizational Characteristics and 
Mean Survey Differences

Dependent variable

Management index Motivation index Ethics index

(1) (2) (3)

Age 0 .110
(0 .076)

0 .085
(0 .057)

–0 .011
(0 .053)

Gender: Male –2 .134
(1 .416)

–0 .520
(1 .067)

–0 .236
(0 .988)

Education level 0 .055
(0 .759)

–0 .365
(0 .572)

–1 .441**
(0 .530)

Status: Civil servant 1 .305
(1 .481)

0 .104
(1 .116)

–0 .252
(1 .033)

Pay grade –0 .058
(0 .121)

–0 .055
(0 .091)

–0 .104
(0 .084)

Tenure in position 0 .071
(0 .107)

–0 .012
(0 .081)

–0 .037
(0 .075)

Tenure in organization –0 .095
(0 .075)

–0 .023
(0 .057)

–0 .010
(0 .052)

Tenure in public administration 0,025
(0 .098)

–0 .024
(0 .074)

–0 .007
(0 .068)

Meritocracy 0 .026
(0 .486)

–0 .213
(0 .367)

0 .268
(0 .339)

(continues on next page)
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TABLE G.4 OLS Results: Organizational Characteristics and 
Mean Survey Differences (continued)

Dependent variable

Management index Motivation index Ethics index

(1) (2) (3)

Willingness to answer sensitive questions –1 .378
(0 .859)

–0 .368
(0 .647)

0 .705
(0 .599)

Willingness to sit through survey 1 .221
(1 .028)

0 .743
(0 .775)

–1 .210
(0 .717)

Number of organization employees 0 .0004
(0 .0004)

0 .0003
(0 .0003)

–0 .0003
(0 .0003)

Constant  –5 .865
(4 .330)

–1 .971
(3 .264)

2 .998
(3 .020)

Observations 43 43 43

R2 0 .337 0 .191 0 .347

Adjusted R2 0 .072 –0 .133 0 .086

Source: Original table for this publication .
Note: OLS = ordinary least squares . *p<0 .1; **p<0 .05; ***p<0 .01 .

TABLE G.5 OLS Results: Propensity Score Matched Estimates

Mean Minimum Minimum p25 p50 p75

(1) Hierarchical variables and organizational fixed effects

Management index –0 .267 –4 .784 3 .946 –1 .218 –0 .204 0 .671

Motivation index –0 .312 –8 .365 4 .988 –1 .247 –0 .312 0 .623

Ethics index –0 .202 –7 .879 7 .879 –0 .563 0 .000 0 .000

(2) Organizational fixed effects only

Management index –0 .247 –4 .427 2 .560 –1 .048 –0 .133 0 .591

Motivation index –0 .348 –7 .915 2 .159 –0 .985 –0 .231 0 .481

Ethics index –0 .212 –7 .735 1 .563 –0 .364 0 .111 0 .303

Source: Original table for this publication .
Note: The values show difference in index values between online and face-to-face (F2F) modes between matched individuals (x̂online – x̂F 2F ) . 
Panel (1) matches individuals on the following variables: organization, job tenure, organization tenure, public administration tenure, pay grade, 
and employee status (civil servant vs . contractor) . Panel (2) matches the individuals on organization only . Propensity-score matching estimators 
impute the missing potential outcomes for each treated subject (online mode) by using an average of the outcomes of interest of similar 
subjects that received control group treatment (F2F mode) . Observations are matched using nearest-neighbor matching . The probability 
of treatment is calculated using logit model . In the case of ties, the value for an individual is calculated as the mean difference between his 
outcome and that of all matched individuals . OLS = ordinary least squares .
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TABLE G.6 OLS Results: Individual Characteristics and Mean Survey Differences

Dependent variable

Management index Motivation index Ethics index

(1) (2) (3)

Survey mode: Online –0 .259***

(0 .091)
–0 .228**

(0 .091)
0 .045
(0 .101)

Age 0 .009***

(0 .002)
0 .011***

(0 .002)
0 .002
(0 .002)

Gender: Male –0 .005
(0 .046)

–0 .061
(0 .046)

–0 .092*

(0 .049)

Education: Undergraduate 0 .052
(0 .073)

–0 .092
(0 .074)

–0 .063
(0 .083)

Education: Master’s 0 .044
(0 .074)

–0 .062
(0 .075)

–0 .149*

(0 .084)

Education: PhD –0 .113
(0 .103)

–0 .003
(0 .103)

–0 .107
(0 .116)

Status: Civil servant –0 .116
(0 .073)

0 .034
(0 .073)

0 .146*

(0 .077)

Pay grade –0 .019***

(0 .006)
–0 .007
(0 .006)

–0 .018***

(0 .007)

Managerial status: Manager –0 .480***

(0 .063)
0 .082
(0 .063)

0 .046
(0 .067)

Tenure –0 .011***

(0 .003)
–0 .008***

(0 .003)
–0 .001
(0 .003)

Organization tenure 0 .009***

(0 .003)
0 .003
(0 .003)

–0 .005*

(0 .003)

Public administration tenure –0 .002
(0 .003)

–0 .003
(0 .003)

–0 .001
(0 .003)

Survey mode × Gender –0 .016
(0 .063)

–0 .095
(0 .063)

0 .045
(0 .069)

Survey mode × Status 0 .018
(0 .094)

–0 .097
(0 .095)

–0 .276***

(0 .105)

Survey mode × Managerial status 0 .024
(0 .090)

0 .009
(0 .090)

–0 .271***

(0 .097)

Constant  –0 .023
(0 .146)

–0 .161
(0 .147)

0 .209
(0 .160)

Observations 4,787 4,734 3,991

R2 0 .040 0 .043 0 .023

Adjusted R2 0 .037 0 .040 0 .019

Source: Original table for this publication .
Note: OLS = ordinary least squares .
*p<0 .1; **p<0 .05; ***p<0 .01 .
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TABLE G.7 OLS Results: Propensity Score Matched Estimates

Romano-Wolf  
p-value

Randomization inference 
p-value

Results from unconditional models

Management index 0 .0010 0 .0028

Motivation index 0 .0010 0 .0003

Ethics index 0 .0010 0 .0008

Results from conditional models

Management index 0 .0010 0 .0018

Motivation index 0 .0010 0 .0003

Ethics index 0 .0010 0 .0008

Source: Original table for this publication .
Note: OLS = ordinary least squares . p-values are based on 1,000 rerandomizations .

TABLE G.8 Survey Items, by Index

Index Variable text

Management 
index

PEM4 .3 .1 I am satisfied with my salary .

PEM4 .3 .3 My work performance has had an influence on my salary in the public administration .

PEM4 .3 .4 I am paid at least as well as colleagues who have job responsibilities similar to me in my 
institution .

PEM4 .3 .5 I am paid at least as well as colleagues who have job responsibilities similar to me in 
other organizations at the same administration level .

PEM4 .3 .6 It would be easy for me to find a job outside the public sector that pays better than my 
current job .

PEM4 .3 .7 It would be fair to tie part of my salary (including salary supplements) to my 
performance .

PEM4 .3 .8 Tying salaries (including salary supplements) to performance would improve morale and 
motivate people to perform better .

REC3 .4 .1 Which of the following criteria, in your opinion, help you get a promotion to the next 
professional grade? Job performance, such as reaching job targets and goals

REC3 .10 .1 Which of the following criteria, in your opinion, help you get a promotion to a higher 
management level? Job performance, such as reaching job targets and goals

REC3 .14 .1 Which of the following factors help employees get a promotion in your institution? Job 
performance, such as reaching job targets and goals

HRM3 .1 .1
(F2F only)

Direct superior communicates effectively the institution’s vision and mission to 
employees .

HRM3 .1 .2 Direct superior leads by setting a good example .

HRM3 .1 .3 Direct superior says things that make employees proud to be part of this institution .

HRM3 .1 .4 Direct superior holds subordinates accountable for using ethical practices in their work .

HRM3 .1 .5 Direct superior communicates clear ethical standards to subordinates .

HRM3 .1 .8 Direct superior personally cares about me .

(continues on next page)
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TABLE G.8 Survey Items, by Index (continued)

Index Variable text

HRM3 .2 .2 I lead by setting a good example .

HRM3 .2 .3 I say things that make employees proud to be part of this institution .

HRM3 .2 .4 I hold my subordinates accountable for using ethical practices in their work .

HRM3 .2 .5 I communicate clear ethical standards to my subordinates .

PEM .4 .2 .3 The last bonus you received was distributed based on performance criteria established 
at the level of the institution .

PEM1 .2 Have your objectives and performance objectives been set and discussed with you 
before your last performance evaluation?

PEM1 .4 Has your performance assessment/evaluation report been shared with you/shown to 
you after it was written?

PEM1 .5 Has your superior discussed the results of your last performance evaluation with you 
after filling in your performance evaluation report?

PEM1 .6 Was this discussion useful for you to improve your performance?

PEM1 .11 .1 My performance indicators measure well the extent to which I contribute to my 
institution’s success

PEM1 .11 .2 My superior has enough information about my work performance to evaluate me .

PEM1 .11 .3 My superior evaluates my performance fairly .

PEM1 .17 .1 Performance evaluation is taken seriously in my institution

PEM1 .17 .2 I feel pressure to give all members of my team the highest rating .

PEM1 .17 .3 I feel pressure to give all members of my team the highest rating .

PEM1 .17 .4 The work climate would be negatively affected if I do not give everyone a high 
performance rating .

PEM1 .17 .5 I fear that employees take legal action if I give them a low performance rating .

PEM1 .17 .6 I fear that employees turn to public sector unions for help if I give them a low 
performance rating .

PEM1 .17 .7 I have tools to address underperformance among my employees .

PEM2 .1 .1 My institution has a clear set of objectives and targets .

PEM2 .1 .2 I have a good understanding of my institution’s goals .

PEM2 .1 .3 The targets and objectives of my institution are used to determine my work schedule 
and goals .

PEM2 .1 .4 When I arrive at work each day, I know what my individual roles and responsibilities are 
in achieving the institution’s goals .

PEM2 .1 .5 My institution uses indicators for tracking performance against organizational targets .

Motivation 
index

AWE2 .4 .1 Overall, I am satisfied with my job .

AWE2 .4 .2 I do not feel a strong sense of belonging to my institution .

AWE2 .4 .3 I am willing to do extra work for my job that isn’t really expected of me .

AWE2 .4 .4 I put forth my best effort to get my job done regardless of any difficulties .

AWE2 .4 .5 I stay at work until the job is done .

AWE2 .4 .6 I am proud of the work that I do .

AWE2 .4 .7 My job is very interesting .

(continues on next page)
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TABLE G.8 Survey Items, by Index (continued)

Index Variable text

Ethics index How frequently do employees in your institution undertake the following actions?

AWE4 .1 .1 Accepting gifts or money from companies .

AWE4 .1 .2 Accepting gifts or money from citizens .

AWE4 .1 .3 Bending the rules slightly as a favor to a friend .

AWE4 .1 .4 Bending the rules slightly to help a poor person in need .

AWE4 .1 .5 Observing unethical behavior among colleagues .

AWE4 .1 .6 Reporting a colleague for not behaving ethically .

AWE4 .1 .7 Pressure other employees to not speak out against unethical behavior .

Source: Original table for this publication .
Note: F2F = face-to-face .

FIGURE G.2 Survey Response and Breakoff Rates, by Mode
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APPENDIX H

Further Details of Analysis
Chapter 20 Appendix

TABLE H.1 Romania: Statistics for Chosen Indicators and Sampling Proportions

Proportion

Motivation index Leadership index Performance index

Mean (95% CI) Median SD Mean (95% CI) Median SD Mean (95% CI) Median SD

Full sample 4 .488 (±0 .012) 4 .5 0 .462 3 .817 (±0 .022) 4 0853 4 .713 (±0 .016) 5 0 .591

95% 4 .488 (±0) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .713 (±0 .001) 5 0 .591

90% 4 .488 (+0) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .591

85% 4 .488 (±0) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .713 (±0 .001) 5 0 .59

80% 4 .488 (±0) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .591

75% 4 .488 (±0) 4 .5 0 .461 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .591

70% 4 .488 (±0) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .713 (±0 .001) 5 0 .59

65% 4 .488 (±0) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .59

60% 4 .488 (±0) 4 .5 0 .461 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .591

55% 4 .488 (±0) 4 .5 0 .461 3 .817 (±0 .001) 4 0 .853 4 .713 (±0 .001) 5 0 .59

50% 4 .488 (±0 .001) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .591

45% 4 .487 (±0 .001) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .713 (±0 .001) 5 0 .59

40% 4 .487 (±0 .001) 4 .5 0 .462 3 .816 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .592

35% 4 .488 (±0 .001) 4 .5 0 .461 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .591

30% 4 .488 (±0 .001) 4 .5 0 .462 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .591

25% 4 .488 (±0 .001) 4 .5 0 .461 3 .817 (±0 .001) 4 0 .853 4 .712 (±0 .001) 5 0 .592

20% 4 .488 (±0 .001) 4 .5 0 .461 3 .819 (±0 .002) 4 0 .851 4 .714 (±0 .001) 5 0 .588

15% 4 .488 (±0 .001) 4 .5 0 .461 3 .818 (±0 .002) 4 0 .853 4 .714 (±0 .001) 5 0 .589

10% 4 .488 (±0 .001) 4 .5 0 .463 3 .816 (±0 .002) 4 0 .854 4 .712 (±0 .002) 5 0 .59

5% 4 .488 (±0 .002) 4 .5 0 .46 3 .818 (±0 .003) 4 0 .851 4 .711 (±0 .002) 5 0 .593

Source: Original table for this publication .
Note: CI = confidence interval; SD = standard deviation .

APPENDIX H.1 SUMMARY TABLES OF STATISTICS FOR CHOSEN 
INDICATORS AND SAMPLING PROPORTIONS
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TABLE H.2 Chile: Statistics for Chosen Indicators and Sampling Proportions

Proportion

Motivation index Leadership index Performance index

Mean (95% CI) Median SD Mean (95% CI) Median SD Mean (95% CI) Median SD

Full sample 4.195 (±0.008) 4.25 0.625 3.582 (±0.013) 3.75 0.994 3.392 (±0.012) 3.4 0.84

95% 4.188 (±0.005) 4.25 0.628 3.574 (±0.007) 3.75 0.994 3.4 (±0.007) 3.5 0.84

90% 4.188 (±0.005) 4.25 0.626 3.573 (±0.008) 3.75 0.994 3.4 (±0.007) 3.5 0.84

80% 4.188 (±0) 4.25 0.627 3.574 (±0) 3.75 0.994 3.401 (±0) 3.5 0.84

75% 4.188 (±0) 4.25 0.627 3.574 (±0) 3.75 0.994 3.401 (±0) 3.5 0.84

70% 4.188 (±0) 4.25 0.627 3.574 (±0) 3.75 0.991 3.4 (±0) 3.5 0.81

65% 4.188 (±0) 4.25 0.627 3.574 (±0) 3.75 0.994 3.401 (±0) 3.5 0.84

60% 4.188 (±0) 4.25 0.627 3.574 (±0.001) 3.75 0.994 3.401 (±0) 3.5 0.84

55% 4.188 (±0) 4.25 0.627 3.574 (±0.001) 3.75 0.994 3.401 (±0) 3.5 0.84

50% 4.188 (+0) 4.25 0.627 3.574 (+0.001) 3.75 0.994 3.401 (±0.001) 3.5 0.84

45% 4.188 (±0) 4.25 0.627 3.574 (±0.001) 3.75 0.991 3.4 (±0.001) 3.5 0.84

40% 4.188 (±0) 4.25 0.627 3 574 (±0.001) 3 75 0994 3.4 (±0.001) 3.5 0.84

35% 4.188 (±0) 4.25 0.627 3.574 (±0.001) 3.75 0.994 3.401 (±0.001) 3.5 0.84

30% 4.188 (±0) 4.25 0.627 3.574 (±0.001) 3.75 0.994 3.4 (±0.001) 3.5 0.84

25% 4.188 (±0) 4.25 0.627 3.574 (±0.001) 3.75 0.994 3.401 (±0.001) 3.5 0.84

20% 4.188 (±0.001) 4.25 0.627 3.574 (±0.001) 3.75 0.995 3.4 (±0.001) 3.5 0.84

15% 4.188 (±0.001) 4.25 0.627 3.574 (±0.001) 3.75 0.995 3.401 (±0.001) 3.5 0.84

10% 4.188 (±0.001) 4.25 0.627 3.573 (±0.001) 3.75 0.995 3.401 (±0.001) 3.5 0.84

5% 4.188 (±0.001) 4.25 0.627 3.574 (±0.002) 3.75 0.994 3.4 (±0.002) 3.5 0.84

Source: Original table for this publication.
Note: CI = confidence interval; SD = standard deviation.

TABLE H.3 Liberia: Statistics for Chosen Indicators and 
Sampling Proportions

Proportion

Management index

Mean (95% CI) Median SD

Full sample 3.337 (±0.032) 3.333 0.612

95% 3.335 (±0.001) 3.333 0.61

90% 3.335 (±0.001) 3.333 0.61

85% 3.335 (±0.001) 3.333 0.61

80% 3.334 (±0.001) 3.333 0.61

75% 3.335 (±0.001) 3.333 0.61

70% 3.334 (±0.001) 3.333 0.61

65% 3.334 (±0.001) 3.333 0.61

60% 3.333 (±0.001) 3.333 0.61

55% 3.333 (±0.001) 3.333 0.61

(continues on next page)
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APPENDIX H.2 CHANGES IN INSTITUTIONAL MEANS 
ACROSS SIMULATIONS

Institutions within public administration often form one of the key points of interest for survey designers. 
Capturing mean values at the institutional level allows to compare discrete and relatively confined work 
units against each other, identify underperformers, and focus the reform efforts on them—potentially based 
on the lessons drawn from the institutions found to be performing above average. The analysis can also 
show that the immediate work environment, such as inside a particular civil service institution, determines 
an employee’s engagement and attitudes in a crucial manner. Therefore, it is understandable why surveys 
measure those factors precisely at the institutional level. At the same time, institutions are necessarily much 
smaller in size than the civil service as a whole; therefore, any estimates pertaining to them are less precise. 
The figures below show how much the institutional-level means would vary for our key outcomes of interest 
if the surveys are conducted in exactly the same manner but with smaller sample sizes.

TABLE H.3 Liberia: Statistics for Chosen Indicators and 
Sampling Proportions (continued)

Proportion

Management index

Mean (95% CI) Median SD

50% 3 .332 (±0 .001) 3 .333 0 .61

45% 3 .331 (±0 .001) 3 .333 0 .61

40% 3 .331 (±0 .002) 3 .333 0 .609

35% 3 .329 (±0 .002) 3 .333 0 .61

30% 3 .328 (±0 .002) 3 .333 0 .61

25% 3 .326 (±0 .002) 3 .333 0 .609

20% 3 .323 (±0 .002) 3 .333 0 .611

15% 3 .317 (±0 .002) 3 .333 0 .61

10% 3 .309 (±0 .003) 3 .333 0 .61

5% 3 .29 (±0 .004) 3 .333 0 .61

Source: Original table for this publication .
Note: CI = confidence interval; SD = standard deviation .
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FIGURE H.1 Chile: Satisfaction Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .

FIGURE H.2 Chile: Motivation Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .
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FIGURE H.3 Chile: Performance Review Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .

FIGURE H.4 Chile: Motivation Index

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .
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FIGURE H.5 Chile: Leadership Index

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .

FIGURE H.6 Chile: Performance Index

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .
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FIGURE H.7 Chile: Recruitment Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .

FIGURE H.8 Romania: Motivation Index

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .
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FIGURE H.9 Romania: Leadership Index

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .

FIGURE H.10 Romania: Performance Index

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .



APPENDIX H 711

FIGURE H.11 Romania: Satisfaction Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .

FIGURE H.12 Romania: Motivation Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .
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FIGURE H.13 Romania: Performance Review Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .

FIGURE H.14 Romania: Recruitment Question

Source: Original figure for this publication .
Note: Institutional means are actual and simulated at different sampling proportions across 1,000 simulations .
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APPENDIX I

Further Details of Survey 
Questions
Chapter 21 Appendix

TABLE I.1 Survey Question Phrasing 

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Chile Job 
satisfaction

Estoy satisfecho/a con mi trabajo . 
(Translation: I am satisfied with my job .)

1 (strongly agree) to 5 (strongly 
disagree)

Reversed 
(so that 
higher values 
indicate 
stronger 
agreement)

10,926
(92 .2%)

Pay 
satisfaction

Estoy satisfecho/a con mi remuneración . 
(Translation: I’m satisfied with my pay .)

1 (strongly agree) to 5 (strongly 
disagree)

11,082
(93 .6%)

Motivation Doy mi mejor esfuerzo para cumplir 
con mi trabajo, independiente de las 
dificultades . (Translation: I put my best 
effort to perform my work, independent 
of difficulties .)

1 (strongly agree) to 5 (strongly 
disagree)

10,955
(92 .5%)

Leadership 1 
– Trust

Mi superior directo es confiable . 
(Translation: My direct superior is 
trustworthy .)

1 (strongly agree) to 5 (strongly 
disagree)

10,605
(89 .5%)

Leadership 2 
– Generates 
motivation

Mi superior directo transmite y genera 
entusiasmo sobre la visión y misión 
de nuestro servicio . (Translation: My 
direct superior transmits and generates 
enthusiasm about the vision and 
mission of our service .)

1 (strongly agree) to 5 (strongly 
disagree)

10,675
(90 .1)

Performance 
incentives

¿Una evaluación positiva de mi 
desempeño podría ayudarme a obtener 
un ascenso? (Translation: A positive 
evaluation of my performance can 
help me to get promoted to a better 
position .)

1 (strongly agree) to 5 (strongly 
disagree)

9,303
(78 .5%)

Goal clarity Tengo una comprensión clara de 
la misión y los objetivos de mi 
servicio . (Translation: I have a clear 
understanding of the mission and the 
objectives of my organization .)

1 (strongly agree) to 5 (strongly 
disagree)

10,973
(92 .6%)

Task clarity Tengo una comprensión clara de cómo 
mi trabajo contribuye a la misión y los 
objetivos de mi servicio . (Translation: I 
have a clear understanding of how my 
work contributes to the mission and the 
objectives of my organization .)

1 (strongly agree) to 5 (strongly 
disagree)

10,978
(92 .7%)

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

China Job 
satisfaction

Are you generally satisfied with 
your job?

1 (very dissatisfied) to 5 
(very satisfied)

— 2,477
(98 .5%)

Pay 
satisfaction

— — — —

Motivation — — — —

Leadership 1 
– Trust

— — — —

Leadership 2 
– Generates 
motivation

— — — —

Performance 
incentives

Are you satisfied that your colleague’s 
promotion is based on merit?

1 (strongly disagree) to 5 
(strongly agree)

— 2,473
(98 .4%)

Goal clarity — — — —

Task clarity — — — —

Colombia Job 
satisfaction

Estoy satisfecho con mi trabajo . 
(Translation: I am satisfied with 
my work .)

— — 9,693
(49 .5%)

Pay 
satisfaction

— — — —

Motivation Doy mi mejor esfuerzo para cumplir 
con mi trabajo, sin importa las 
dificultades que existen . (Translation: I 
put my best effort to complete my work, 
independent of difficulties .)

— — 9,710
(49 .6%)

Leadership 
1 – Trust

— — — —

Leadership 
2 – Generates 
motivation

— — — —

Performance 
incentives

— — — —

Goal clarity — — — —

Task clarity Tengo una comprensión clara de lo que 
se espera de mi cuando teletrabajo o 
realizo trabajo en casa . (Translation: I 
have a clear understanding of what is 
expected of me when teleworking or 
working from home .)

— — 17,595
(89 .9%)

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Ethiopia Job 
satisfaction

To what extent would you say you are 
satisfied with your experience of the 
civil service?

1 (very dissatisfied) to 4 
(very satisfied)

Scale 
stretched: 
’3’ recoded 
as ’4’ and ’4’ 
recoded as ’5’ 
to compare 
with the other 
surveys more 
easily, since 
here the 
original scale 
did not have a 
neutral option 
(’3’) .

1,117
(64%)

Pay 
satisfaction

To what extent would you say you are 
satisfied with your salary?

1 (very dissatisfied) to 4 
(very satisfied)

Scale 
stretched: 
’3’ recoded 
as ’4’ and ’4’ 
recoded as ’5’ 
to compare 
with the other 
surveys more 
easily, since 
here the 
original scale 
did not have a 
neutral option 
(’3’) .

1,125
(64 .4%)

Motivation Imagine that when you started your 
motivation was 100 . What number 
would you say your motivation was now 
relative to that?

Continents scale — —

Leadership 
1 – Trust

— — — —

Leadership 
2 – Generates 
motivation

— — — —

Performance 
incentives

On a scale of 1 to 5, how confident are 
you that you will get promoted if you 
perform your job well? 

1 (very unconfident) to 5 
(very confident)

— —

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Ethiopia 
(continued)

Goal clarity Does your directorate have a clear 
set of targets derived from the 
organization’s goals and objectives? 
Are they used to determine your work 
schedule?

1 (The directorate does not have 
defined targets .)

2 (The directorate has loosely 
defined targets, but there is no 
real connection between them 
and the tasks assigned to the 
staff . Midlevel staff have no real 
understanding of the targets .)

3 (Targets are assigned to the 
directorate, as well as to the 
manager and employee levels, 
and these are generally well 
understood by midlevel staff . 
However, the tasks assigned to 
staff are not always related to 
those targets .)

4 (Targets are clearly defined 
for the directorate and 
manager-level staff and are well 
understood by the midlevel 
staff . Tasks are typically closely 
related to the targets, although 
the connection is not always 
immediately obvious .) 

5 (Targets are clearly defined 
for the directorate, manager, 
and employee levels, and are 
well understood by all staff . All 
tasks are directly derived from 
the targets, which are regularly 
reviewed to ensure they remain 
on track .)

— 1,121
(64 .2%)

Task clarity When you arrive at work each day, do 
you and your colleagues know what 
their individual roles and responsibilities 
are in achieving the organization’s 
goals?

1 (Staff do not know what their 
roles and responsibili ties are .)

2 (Some staff have some idea of 
their roles and responsibilities 
are; it depends on what is going 
on in their organization at that 
time .)

3 (Staff have a good idea of their 
roles and responsibilities, but 
it is not always clear how they 
contribute to their organization’s 
goals .)

4 (Generally, staff have a good 
understanding of their roles and 
responsibilities and how these 
contribute to the goals of their 
organization .)

5 (Staff have a very good 
understanding of their roles 
and responsibilities . Their own 
roles and goals are clearly 
interconnected to those of their 
organization .)

— 368
(21 .1%)

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Ghana Job 
satisfaction

— — — —

Pay 
satisfaction

My salary is very satisfactory . 1 (strongly disagree) to 5 
(strongly agree)

— 2,632
(99 .9%)

Motivation I would feel an obligation to take time 
from my personal schedule to generate 
ideas/solutions for the organization if it 
is needed .

1 (strongly disagree) to 5 
(strongly agree)

— 1,103
(41 .9%)

Leadership 
1 – Trust

— — — —

Leadership 
2 – Generates 
motivation

— — — 1,384
(52 .5%)

Performance 
incentives

On a scale of 1 to 5, how confident are you 
that you will keep your position and get 
promoted if you perform your job well? 

1 (very unconfident) to 5 
(very confident)

— 1,276
(48 .4%)

Goal clarity Does your division have a clear set of 
targets derived from the organization’s 
goals and objectives? Are they used to 
determine your work schedule?

1 (The division’s targets are very 
loosely defined or not defined at 
all; if they exist, they are rarely 
used to determine our work 
schedule and our activities are 
based on ad hoc directives from 
senior management .) 
1 .522 .53 (Targets are defined 
for the division and its individual 
officers (managers and staff) . 
However, their use is relatively 
ad hoc and many of the 
division’s activities do not relate 
to those targets .)
3 .544 .55 (Targets are defined 
for the division and individuals 
(managers and staff) and they 
provide a clear guide to the 
division and its staff as to what, 
the division should do . They are 
frequently discussed and used 
to benchmark performance .)

— 1,503
(57%)

Task clarity When you arrive at work each day, do 
you and your team know what your 
individual roles and responsibilities are 
in achieving the organization’s goals?

1 (No . There is a general level of 
confusion as to what the division 
is trying to achieve on a daily 
basis and what individual’s roles 
are toward those goals .) 
1 .522 .53 (To some extent, or at 
least on some days . The division’s 
main goals and individual’s roles 
to achieve them are relatively 
clear, but it is sometimes difficult 
to see how current activities are 
moving us towards those .)
3 .544 .55 (Yes . It is always clear 
to the body of staff what the 
division is aiming to achieve 
with the day’s activities and 
what individual’s roles and 
responsibilities are toward that .)

— 1,510
(57 .3%)

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Guatemala Job 
satisfaction

— — — —

Pay 
satisfaction

Estoy satisfecho con mi salario 
u honorarios, incluyendo otros 
complementos salariales . (Translation: 
I’m satisfied with my salary or fees 
including other salary supplements .)

1 (strongly disagree) to 5 
(strongly agree)

— 1,138
(98 .9%)

Motivation — — — —

Leadership 
1 – Trust

¿Con qué frecuencia realiza las 
siguientes acciones su superior directo: 
cumple sus promesas y compromisos? 
(Translation: How frequently does 
your immediate supervisor realize the 
following actions: keeps his promises 
and commitments?)

1 (never) to 5 (very frequently/
always)

— 579
(98 .9%)

Leadership 
2 – Generates 
motivation

¿Con qué frecuencia realiza las 
siguientes acciones su superior directo: 
enuncia y genera entusiasmo por 
la visión y misión de mi institución? 
(Translation: How frequently does 
your immediate supervisor realize 
the following actions: Enunciates and 
generates enthusiasm for the vision and 
mission of my institution?)

1 (never) to 5 (very frequently/
always)

— 585
(50 .3%)

Performance 
incentives

En una escala del 1 al 5, ¿Cuál confiado 
está de que será promovido en el futuro 
si es que desempeña bien su trabajo? 
(Translation: On a scale from 1 to 5, how 
confident are you that in the future you 
will be promoted if you perform your 
job well?)

1 (never) to 5 (very frequently/
always)

— 574
(49 .9%)

Goal clarity ¿Se utilizan los objetivos para 
determinar su agenda de trabajo? 
(Translation: Are the objectives (of the 
institution) used to determine your work 
agenda?)

1 (The institution does not have 
defined objectives .)

2 (The institution has vaguely 
defined objectives, but there 
is no real connection between 
them and the tasks assigned to 
the staff .)

3 (The institution has well-
defined objectives; however, 
the tasks assigned to the staff 
are not always related to those 
objectives .)

4 (The tasks are often related 
to the objectives, although 
the connection is not always 
obvious .)

5 (The tasks are derived directly 
from the objectives, which are 
periodically revised to ensure 
they stay on the right track .)

— 748
(65%)

(continues on next page)



APPENDIX I 719

TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Guatemala
(continued)

Task clarity Cuando llegan al trabajo todos los 
días, ¿Saben Ud . y sus colegas cuáles 
son sus funciones y responsabilidades 
individuales? (Translation: When you 
arrive at work every day, do you and 
your colleagues know what your 
functions and individual responsibilities 
are?)

1 (The staff do not know 
what are their functions and 
responsibilities .)

2 (The staff have some idea about 
their functions and responsibilities 
within their work team .)

3 (The staff know well their 
functions within their work team .)

4 (The staff know well their 
functions within their unit .)

5 (The staff know perfectly 
what their functions and 
responsibilities are within their 
unit and their own institution .)

— 747
(64 .9%)

Liberia Job 
satisfaction

To what extent would you say you are 
satisfied with your experience of the 
civil service?

1 (very dissatisfied) to 4 
(very satisfied)

Scale 
stretched: 
’3’ recoded 
as ’4’ and ’4’ 
recoded as ’5’ 
to compare 
with the other 
surveys more 
easily, since 
here the 
original scale 
did not have a 
neutral option 
(’3’) .

2,651
(98 .6%)

Pay 
satisfaction

How satisfied are you with your total 
income?

1 (very dissatisfied) to 4 
(very satisfied)

Scale 
stretched: 
’3’ recoded 
as ’4’ and ’4’ 
recoded as ’5’ 
to compare 
with the other 
surveys more 
easily, since 
here the 
original scale 
did not have a 
neutral option 
(’3’) .

2,670
(99 .3%)

Motivation How motivated are you to work as a 
civil servant today? 

0 (not motivated at all) to 10 
(extremely motivated)

— 2,687
(99 .9%)

Leadership 
1 – Trust

How much do you trust each of the 
following types of people: supervisors 
in your unit?

(1 not at all) to 4 (I trust them 
a lot)

Scale 
stretched: 
’3’ recoded 
as ’4’ and ’4’ 
recoded as ’5’ 
to compare 
with the other 
surveys more 
easily, since 
here the 
original scale 
did not have a 
neutral option 
(’3’) .

839
(31 .2%)

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Liberia 
(continued)

Leadership 
2 – Generates 
motivation

— — — —

Performance 
incentives

How confident are you that you will get 
promoted if you perform your job well?

1 (not confident at all; it will not 
happen) to 4 (very confident; 
you are certain it will happen)

Scale 
stretched: 
’3’ recoded 
as ’4’ and ’4’ 
recoded as ’5’ 
to compare 
with the other 
surveys more 
easily, since 
here the 
original scale 
did not have a 
neutral option 
(’3’) .

486
(18 .1%)

Goal clarity Does your unit have clearly defined 
targets? Are they used to determine the 
unit’s work schedule?

1 (No . The unit does NOT have 
defined targets .)

2 (Partially . The unit has loosely 
defined targets, but the staff do 
not understand these and they 
are not used to inform what 
tasks staff do .)

3 (Partially . The unit has loosely 
defined targets, but the staff do 
not understand these and they 
are not used to inform what 
tasks staff do .)

4 (Yes, targets are clearly 
defined for the unit and 
the managers, and are well 
understood by the midlevel 
staff . Tasks are typically closely 
related to the targets, BUT the 
connection is not always clear .)

5 (Yes, there is a clear set of 
targets defined for the unit, 
which are well understood by 
all staff . These targets inform all 
tasks .)

— 1,407 
(52 .3%)

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Liberia 
(continued)

Task clarity When arriving at work every day, 
do staff in the unit know what their 
individual roles and responsibilities are 
in achieving the unit’s goals?

1 (No . Staff do not know what 
their roles and responsibilities 
are .)

2 (Some staff have some idea of 
their roles and responsibilities . 
It depends on what is going 
on in the name of the ministry, 
agency, commission [MAC]] at 
that time .)

3 (Yes, staff generally have 
a good idea of their roles 
and responsibilities, but it is 
not always clear how they 
contribute to the MAC goals .)

4 (Staff have a good 
understanding of their roles and 
responsibilities and how these 
contribute to their organization’s 
goals .)

5 (Staff have a very good 
understanding of their roles and 
responsibilities and how these 
contribute to their organization’s 
goals .)

— 1,410 
(52 .4%)

Philippines Job 
satisfaction

— — — —

Pay 
satisfaction

You are satisfied with the pay you 
receive for your work .

1 (strongly disagree) to 5 
(strongly agree)

— 1,768 (100%)

Motivation — 1 to 100 — —

Leadership 
1 – Trust

— — — —

Leadership 
2 – Generates 
motivation

— — — —

Performance 
incentives

— — — —

Goal clarity Management and staff in your bureau 
are working together to set clear 
achievable targets for your bureau .

1 (strongly disagree) to 5 
(strongly agree)

— 1,766
(99 .9%)

Task clarity — — — —

Romania Job 
satisfaction

Overall, I am satisfied with my job . 1 (strongly disagree) to 5 
(strongly agree)

— 2,716
(98%)

Pay 
satisfaction

I am satisfied with my salary . 1 (strongly disagree) to 5 
(strongly agree)

— 2,690
(97%)

Motivation I put forth my best effort to get my job 
done regardless of any difficulties OR 
I am willing to do extra work for my job 
that isn’t really expected of me .

1 (strongly disagree) to 5 
(strongly agree)

— 2,726
(98 .3%)

Leadership 
1 – Trust

Can be trusted to carry out promises 
and commitments . (face-to-face mode 
only)

1 (never) to 5 (very frequently, if 
not always)

— 1,624
(58 .6%)

(continues on next page)
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TABLE I.1 Survey Question Phrasing (continued)

Survey 
country Variable Phrasing Original scale Rescaled Nonmissing

Romania 
(continued)

Leadership 
2 – Generates 
motivation

Communicates effectively the 
institution’s vision and mission to 
employees . (face-to-face mode only)

1 (never) to 5 (very frequently, if 
not always)

— 1,(367
(60 .1%)

Performance 
incentives

On a scale of 1 to 5, how confident 
are you that you will get promoted 
to the next professional grade if you 
perform your job well? (Note: Divided 
into individual vs . organizational-level 
modules .)

1 (very unconfident) to 5 (very 
confident) 
6 – I cannot get promoted, 
because I am at the highest 
professional grade . 
7 – I am not interested in getting 
promoted .

Responses 
6 and 7 
recoded to 
NA .

<512
(22 .1%)

Goal clarity I have a good understanding of my 
institution’s goals .

1 (strongly disagree) to 5 
(strongly agree)

— 2,707
(97 .7%)

Task clarity When I arrive at work each day, I 
know what my individual roles and 
responsibilities are in achieving the 
institution’s goals .

1 (strongly disagree) to 5 
(strongly agree)

— 2,723
(98 .2%)

United 
States

Job 
satisfaction

Considering everything, how satisfied 
are you with your job?

1 (very dissatisfied) to 5 
(very satisfied)

— 573,255
(95%)

Pay 
satisfaction

Considering everything, how satisfied 
are you with your pay?

1 (very dissatisfied) to 5 
(very satisfied)

— 572,853
(94 .9%)

Motivation When needed I am willing to put in the 
extra effort to get a job done .

1 (strongly disagree) to 5 
(strongly agree)

— 601,274
(99 .6%)

Leadership 
1 – Trust

I have trust and confidence in my 
supervisor .

1 (strongly disagree) to 5 
(strongly agree)

— 582,758
(96 .5%)

Leadership 
2 – Generates 
motivation

In my organization, senior leaders 
generate high levels of motivation and 
commitment in the workforce .

1 (strongly disagree) to 5 
(strongly agree)

— 565,650
(93 .7%)

Performance 
incentives

Awards in my work unit depend on how 
well employees perform their jobs .

1 (strongly disagree) to 5 
(strongly agree)

— 558,198
(92 .5%)

Goal clarity Managers communicate the goals of the 
organization .

1 (strongly disagree) to 5 
(strongly agree)

— 569,466
(94 .3%)

Task clarity I know how my work relates to the 
agency’s goals .

1 (strongly disagree) to 5 
(strongly agree)

— 598,601
(99 .2%)

Source: Original table for this publication .
Note: The table displays information on all surveys and variables used in the analyses in chapter 21 . It specifies the name of each variable, original phrasing of a 
relevant survey question, original response scale, details of any rescaling operations that were performed to facilitate comparisons, and also statistics (absolute 
and relative number) on nonmissing responses for a given variable . For each survey, the same set of variables is displayed, even if some of there were not 
present in a given setting, to facilitate comparisons . — = not applicable .
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TABLE I.2 Robustness Check: ANOVAs and Nested Model with Outliers

Variable Models
Sum of 
squares RSS df F-statistic Pr (>F) R2 Adj . R2

Job satisfaction Demographics — 8,458 .04 — — — 0 .08 0 .08

Demographics + country 107 .89 8,350 .15 3 .00 68 .77 0 .00 0 .10 0 .10

Demographics + country + unit 169 .93 8,180 .22 102 .00 3 .19 0 .00 0 .11 0 .11

Demographics + country + unit + subunit 362 .60 7,817 .62 504 .00 1 .38 0 .00 0 .15 0 .12

Nested RE model — — — — — 0 .15 —

Pay satisfaction Demographics — 13,230 .41 — — — 0 .11 0 .11

Demographics + country 3,780 .90 9,449 .51 3 .00 1,129 .26 0 .00 0 .36 0 .36

Demographics + country + unit 1,103 .07 8,346 .44 111 .00 8 .90 0 .00 0 .44 0 .43

Demographics + country + unit + subunit 963 .81 7,382 .63 347 .00 2 .49 0 .00 0 .50 0 .47

Nested RE model — — — — — 0 .45 —

Motivation Demographics — 592 .31 — — — 0 .02 0 .01

Demographics + country 38 .00 554 .30 1 .00 233 .32 0 .00 0 .08 0 .08

Demographics + country + unit 12 .09 542 .21 18 .00 4 .12 0 .00 0 .10 0 .09

Demographics + country + unit + subunit 18 .54 523 .67 82 .00 1 .39 0 .01 0 .13 0 .10

Nested RE model — — — — — 0 .24 —

Source: Original table for this publication .
Note: Demographics refers to the inclusion of the following set of variables: respondent’s gender and tenure in public service, as well as age (all except for the 
United States) and managerial status (for Chile, Colombia, Ghana, Guatemala, and United States) . Country, unit, and subunit enter the regression as dummy 
variables, taking the value 1 if the respondent is in the corresponding country, unit, or subunit, respectively . The first four lines for each variable summarize test 
statistics for analyses of variance (ANOVAs) and how the model fit compares to the next more complex model . The first line refers to a model that only includes 
demographic predictor variables . The second one adds country dummies, the third adds unit-level dummies, and the fourth, subunit-level dummies . The F-test 
for each model indicates whether it has a better fit than the simpler model specified above . Models with lower residual sums of squares (RSS) and higher 
(adjusted) R2 explain a larger proportion of the variance . The last line for each variable reports the model fit for a nested model that nests subunits into units 
and units into countries . If the adjusted R2 of the nested model is larger than that in the lines reported above it, it indicates that the nested model is a better fit . 
df = degrees of freedom; Pr = probability . — = not applicable .
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TABLE I.3 Compare Models, Full Data Set versus List-Wise Deletion: ANOVAs, R2

Variable Modification Model
Residual 

df RSS df
Sum of 
squares

F- 
statistic Pr R2

Adj . 
R2

Job 
satisfaction

List-wise 
deletion

Demographics 24,715 19,382 .56 – – – – 0 .03 0 .03

Demographics + 
country

24,712 17,154 .54 3 2,228 .03 11,41 .51 0 .00 0 .14 0 .14

Demographics + 
country + unit

24,469 16,539 .42 243 615 .12 3 .89 0 .00 0 .17 0 .17

Demographics + 
country + unit + 
subunit

22,780 14,820 .82 1,689 1,718 .60 1 .56 0 .00 0 .26 0 .20

Nested RE model – – – – – – 0 .44 –

Box-Cox 
transformation

Demographics 616,400 984,754 .94 – – – – 0 .01 0 .01

Demographics + 
country

616,394 969,112 .64 6 15,642 .30 1,704 .36 0 .00 0 .03 0 .03

Demographics + 
country + unit

616,091 953,859 .15 303 15,253 .48 32 .91 0 .00 0 .04 0 .04

Demographics + 
country + unit + 
subunit

614,047 939,269 .63 2,044 14,589 .52 4 .67 0 .00 0 .06 0 .05

Nested RE model – – – – – – 0 .24 –

Pay 
satisfaction

List-wise 
deletion

Demographics 18,321 35,185 .68 – – – – 0 .03 0 .03

Demographics + 
country

18,317 23,714 .11 4 11,471 .58 2,418 .44 0 .00 0 .35 0 .35

Demographics + 
country + unit

18,124 22,225 .93 193 1,488 .18 6 .50 0 .00 0 .39 0 .38

Demographics + 
country + unit + 
subunit

16,665 19,762 .08 1,459 2,463 .86 1 .42 0 .00 0 .45 0 .40

Nested RE model – – – – – – 0 .49 –

Box-Cox 
transformation

Demographics 609,406 736,959 .36 – – – – 0 .01 0 .01

Demographics + 
country

609,399 704,163 .73 7 32,795 .63 4,304 .05 0 .00 0 .06 0 .06

Demographics + 
country + unit

609,130 691,504 .17 269 12,659 .56 43 .23 0 .00 0 .07 0 .07

Demographics + 
country + unit + 
subunit

607,351 661,119 .44 1,779 30,384 .73 15 .69 0 .00 0 .11 0 .11

Nested RE model – – – – – – 0 .40 –

(continues on next page)
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TABLE I.3 Compare Models, Full Data Set versus List-Wise Deletion: ANOVAs, R2 (continued)

Variable Modification Model
Residual 

df RSS df
Sum of 
squares

F- 
statistic Pr R2

Adj . 
R2

Motivation List-wise 
deletion

Demographics 24,767 8,859 .33 – – – – 0 .01 0 .01

Demographics + 
country

24,764 8,594 .48 3 264 .84 262 .76 0 .00 0 .04 0 .04

Demographics + 
country + unit

24,542 8,423 .15 222 171 .33 2 .30 0 .00 0 .06 0 .05

Demographics + 
country + unit + 
subunit

22,840 7,673 .73 1,702 749 .42 1 .31 0 .00 0 .14 0 .07

Nested RE model – – – – – – 0 .11 –

Box-Cox 
transformation

Demographics 642,380 848,654 .29 – – – – 0 .01 0 .01

Demographics + 
country

642,375 840,307 .36 5 8,346 .93 1,292 .33 0 .00 0 .02 0 .02

Demographics + 
country + unit

642,093 834,928 .20 282 5,379 .16 14 .77 0 .00 0 .02 0 .02

Demographics + 
country + unit + 
subunit

640,062 826,810 .76 2,031 8,117 .44 3 .09 0 .00 0 .03 0 .03

Nested RE model – – – – – – 0 .44 –

Leadership 
trust

List-wise 
deletion

Demographics 11,516 14,890 .51 – – – – 0 .00 0 .00

Demographics + 
country

11,514 147,44 .67 2 145 .83 60 .74 0 .00 0 .01 0 .01

Demographics + 
country + unit

11,456 143,46 .60 58 398 .07 5 .72 0 .00 0 .04 0 .04

Demographics + 
country + unit + 
subunit

10,750 12,905 .69 706 1,440 .90 1 .70 0 .00 0 .14 0 .08

Nested RE model – – – – – – 0 .10 –

Box-Cox 
transformation

Demographics 608,171 1,113,578 .1 – – – – 0 .01 0 .01

Demographics + 
country

608,167 1,112,483 .9 4 1,094 .22 152 .95 0 .00 0 .01 0 .01

Demographics + 
country + unit

608,033 1,100,294 .6 134 12,189 .28 50 .86 0 .00 0 .02 0 .02

Demographics + 
country + unit + 
subunit

607,044 1,085,723 .0 989 14,571 .60 8 .24 0 .00 0 .03 0 .03

Nested RE model – – – – – – 0 .05 –

Leadership 
motivation

List-wise 
deletion

Demographics 13,409 19,241 .96 – – – – 0 .00 0 .00

Demographics + 
country

13,406 18,281 .92 3 960 .04 251 .31 0 .00 0 .05 0 .05

Demographics + 
country + unit

13,291 17,604 .61 115 677 .31 4 .63 0 .00 0 .09 0 .08

Demographics + 
country + unit + 
subunit

12,218 15,558 .49 1,073 2,046 .12 1 .50 0 .00 0 .19 0 .11

Nested RE model – – – – – – 0 .14 –

(continues on next page)
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TABLE I.3 Compare Models, Full Data Set versus List-Wise Deletion: ANOVAs, R2 (continued)

Variable Modification Model
Residual 

df RSS df
Sum of 
squares

F- 
statistic Pr R2

Adj . 
R2

Leadership 
motivation
(continued)

Box-Cox 
transformation

Demographics 591,842 969,877 .90 – – – – 0 .01 0 .01

Demographics + 
country

591,838 964,909 .59 4 4,968 .31 800 .30 0 .00 0 .01 0 .01

Demographics + 
country + unit

591,679 937,603 .61 159 27,305 .99 110 .65 0 .00 0 .04 0 .04

Demographics + 
country + unit + 
subunit

590,411 916,324 .12 1,268 21,279 .49 10 .81 0 .00 0 .06 0 .06

Nested RE model – – – – – – 0 .14 –

Meritocratic 
promotion

List-wise 
deletion

Demographics 12,340 28,368 .88 – – – – 0 .01 0 .01

Demographics + 
country

12,336 23,104 .74 4 5,264 .13 755 .86 0 .00 0 .19 0 .19

Demographics + 
country + unit

12,144 22,008 .51 192 1,096 .24 3 .28 0 .00 0 .23 0 .22

Demographics + 
country + unit + 
subunit

10,818 18,835 .24 1,326 3,173 .27 1 .37 0 .00 0 .34 0 .25

Nested RE model – – – – – – 0 .30 –

Box-Cox 
transformation

Demographics 585,446 887,439 .70 – – – – 0 .03 0 .03

Demographics + 
country

585,439 879,234 .12 7 8,205 .58 812 .63 0 .00 0 .03 0 .03

Demographics + 
country + unit

585,171 860,601 .37 268 18,632 .75 48 .20 0 .00 0 .06 0 .05

Demographics + 
country + unit + 
subunit

583,544 841,764 .24 1,627 18,837 .13 8 .03 0 .00 0 .08 0 .07

Nested RE model – – – – – – 0 .27 –

Goal clarity List-wise 
deletion

Demographics 15,469 10,188 .80 – – – – 0 .03 0 .03

Demographics + 
country

15,465 9,016 .04 4 1,172 .76 555 .88 0 .00 0 .14 0 .14

Demographics + 
country + unit

15,272 8,473 .67 193 542 .37 5 .33 0 .00 0 .19 0 .18

Demographics + 
country + unit + 
subunit

13,927 7,345 .56 1,345 1,128 .11 1 .59 0 .00 0 .30 0 .22

Nested RE model – – – – – – 0 .50 –

Box-Cox 
transformation

Demographics 601,764 989,415 .21 – – – – 0 .01 0 .01

Demographics + 
country

601,757 966,805 .58 7 22,609 .63 2,084 .26 0 .00 0 .03 0 .03

Demographics + 
country + unit

601,488 947,395 .70 269 19,409 .88 46 .56 0 .00 0 .05 0 .05

Demographics + 
country + unit + 
subunit

599,824 929,537 .61 1,664 17,858 .08 6 .93 0 .00 0 .07 0 .07

Nested RE model – – – – – – 0 .23 –

(continues on next page)
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TABLE I.3 Compare Models, Full Data Set versus List-Wise Deletion: ANOVAs, R2 (continued)

Variable Modification Model
Residual 

df RSS df
Sum of 
squares

F- 
statistic Pr R2

Adj . 
R2

Task clarity List-wise 
deletion

Demographics 35,804 24,228 .95 – – – – 0 .01 0 .01

Demographics + 
country

35,799 22,332 .46 5 1,896 .50 632 .98 0 .00 0 .08 0 .08

Demographics + 
country + unit

35,482 21,651 .81 317 680 .65 3 .58 0 .00 0 .11 0 .10

Demographics + 
country + unit + 
subunit

32,996 19,772 .23 2,486 1,879 .58 1 .26 0 .00 0 .19 0 .12

Nested RE model – – – – – – 0 .45 –

Box-Cox 
transformation

Demographics 649,539 991,216 .84 – – – – 0 .01 0 .01

Demographics + 
country

649,532 981,092 .91 7 10,123 .93 977 .97 0 .00 0 .02 0 .02

Demographics + 
country + unit

649,155 969,147 .51 377 11,945 .40 21 .43 0 .00 0 .03 0 .03

Demographics + 
country + unit + 
subunit

646,343 955,851 .08 2,812 13,296 .43 3 .20 0 .00 0 .05 0 .04

Nested RE model – – – – – – 0 .34 –

Source: Original table for this publication .
Note: For each dependent variable, two sets of models are presented . List-wise deletion rows display models where instead of imputing missing values (as in 
table I .2) all rows with missing values for any of the variables included in a model are removed . In turn, Box-Cox rows show results after adjusting the dependent 
variable for nonnormal distribution, using Box-Cox transformation . The first four lines for each variable summarize test statistics for analyses of variance (ANOVAs) 
and how the model fit compares to the next more complex model . The first row for a given dependent variable-modification combination always refers to a model 
that only includes demographic predictor variables . Those include the following set of variables: respondent’s gender and tenure in public service, as well as age 
(present in all surveys except for the United States) and managerial status (for Chile, Colombia, Ghana, Guatemala, and United States) . Rows two through four 
progressively add country-, unit-, and subunit-level dummies to the model . The F-test for each model indicates whether it has a better fit than the simpler model 
specified above . Models with lower residual sums of squares (RSS) and higher (adjusted) R2 explain a larger proportion of the variance . The last line for each 
variable reports the model fit for a nested model, which nests subunits into units and units into countries . If the R2 of the nested model is larger than that in the 
lines reported above it, it indicates that the nested model is a better fit . df = degrees of freedom; Pr = probability; RE = residual error . — = not applicable .
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TABLE I.4 Regression Diagnostic Statistics

Variable
Outliers

(N)
R2 no

outliers
Outliers 
Cook’s Lambda

R2

Cook’s
R2

Box- Cox
Adj . R2

no outliers
Adj . R2

Cook’s
Adj . R2

Box- Cox
RE no 

outliers RE Cook’s RE Box-Cox

Job satisfaction 1,845 0 .23 1,287 2 .7 0 .386 0 .345 0 .186 0 .357 0 .311 0 .534 0 .703 1 .038

Pay satisfaction 0 0 .536 981 0 .2 0 .64 0 .541 0 .503 0 .615 0 .508 1 .018 0 .896 1 .051

Motivation 791 0 .278 1,057 3 .5 0 .449 0 .328 0 .237 0 .42 0 .292 0 .52 0 .595 1 .1

Leadership trust 493 0 .285 297 2 .2 0 .241 0 .202 0 .192 0 .161 0 .112 0 .601 0 .898 1 .182

Leadership motivation 0 0 .262 377 2 .2 0 .338 0 .281 0 .172 0 .258 0 .193 0 .983 0 .821 1 .127

Meritocratic promotion 0 0 .406 692 1 .7 0 .521 0 .418 0 .326 0 .457 0 .34 1 .1 0 .928 1 .143

Goal clarity 597 0 .407 635 3 .2 0 .455 0 .427 0 .348 0 .401 0 .37 0 .579 0 .68 1 .105

Task clarity 1,190 0 .19 1,400 3 .2 0 .19 0 .194 0 .146 0 .149 0 .15 0 .598 0 .727 1 .192

Source: Original table for this publication .
Note: The table summarizes several regression diagnostics aimed at showing the prevalence of outliers and the adequacy of transformations . The second column summarizes the number of outliers for each variable . The 
third, the R2 (a measure of the proportion of variance explained) for a model run on data with all outliers removed . The fourth column reports the number of outliers as determined by Cook’s distance . Cook’s distance uses 
both leverage and the residual error term to calculate the degree of “outlierness” for each point . The median point as in the analyses here is used as a cut-off point . The fifth column reports the lambda for the Box-Cox 
transformation . The lambda is a transformation factor that is nonzero and nonnegative . The next five columns report the R2 for models using transformations to address the presence of outliers . The R2 is larger than that 
reported in the third column if the transformation improved the model fit . The last four columns report the residual error for each of the models after transformation . The models with the smallest residual error (RE) are the 
best fit . 
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FIGURE I.1 Residuals before and after Box-Cox Transformation

(continues on next page)
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FIGURE I.1 Residuals before and after Box-Cox Transformation (continued)
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APPENDIX J

Framework for Coding the 
Complexity and Sensitivity 
of Questions in Public 
Administration Surveys
Chapter 22 Appendix

SUMMARY OF THE TOOLKIT

This toolkit presents a framework for manual coding of complexity and sensitivity of survey questions 
that is utilized in chapter 22 of The Government Analytics Handbook for analyzing item nonresponse 
across three public officials surveys (Guatemala, Romania, United States) . The framework is based 
on past research regarding the psychological, linguistic, and social considerations that might cause 
survey respondents to be unable to answer a particular question (complexity) or be unwilling to do 
so (sensitivity) . Overall question complexity is assessed by averaging scores across 10 subindicators, 
each scored on a scale from 0 to 2 . The subindicators aim to measure the mental effort required from 
respondents in the process of comprehending the question, retrieving and integrating the relevant 
information, and then translating it to an answer . Sensitivity is measured in the same manner across four 
subindicators, which are concerned with the invasion of the privacy, social-emotional and formal threats 
of disclosure, as well as the interaction between the two . By presenting the rationale and the coding 
framework for each of the subindicators, this toolkit can act as a manual for researchers who aim to 
measure survey question complexity and sensitivity, both in public officials surveys, as well as general 
population surveys more broadly . It might also provide a reference for survey designers, who would 
like to minimize the complexity and sensitivity of their questions, thus limiting the prevalence of item 
nonresponse . 
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BACKGROUND 

The framework has been designed to assess the level of complexity and sensitivity of survey questions.1 Each 
question is assessed on a scale from 0 to 2, with 0 being the least complex/sensitive and 2 most complex/ 
sensitive, across a range of subindicators whose arithmetic average determines overall complexity and 
sensitivity of a question.

The 10 complexity subindicators, which are largely based on Krosnick and Presser (2009), assess the 
difficulty of the four-stage mental process involved in answering a survey question:

 ● Question comprehension refers to the ease of understanding a question based on its linguistics, 
 presence of reference frame, and the number of subquestions being asked.

 ● Information retrieval refers to the ease of retrieving the information the question is asking, which 
depends on the respondent’s familiarity with the subject, the time frame, and specificity of information 
required.

 ● Information integration refers to the extent to which retrieved information must be integrated and 
evaluated to formulate an answer.

 ● Translation of information to answer refers to the ease of mapping the formulated answer into the 
predefined answer options.

The four sensitivity subindicators, which are largely drawn from Helmke and Levitsky (2006) and 
Tourangeau and Yan (2007), identify the sources of sensitivity in a question, which comes from the formal 
and informal institutions (the latter also includes invasion of privacy) that regulate human interaction in 
the society and the interaction between these two institutions. Consequently, a question’s sensitivity level is 
assessed based on four different subindicators:

 ● Invasion of privacy refers to the extent to which respondent is asked to discuss to discuss “taboo” or 
private topics that may be inappropriate in everyday conversation.

 ● Social-emotional threat of disclosure (informal sensitivity) refers to the extent to which the respondent 
is concerned with the social and/or emotional consequences of a truthful answer should the information 
become known to a third party.

 ● Threat of formal sanctions (formal sensitivity) refers to the extent to which the respondent is concerned 
with the legal and/or formal consequences of a truthful answer should the information become known to 
a third party.

 ● Relationship between formal and informal sensitivity refers to the likelihood that a behavior/attitude 
may cause a threat of both social-emotional disclosure and formal sanctions.

The framework attempts to produce a standardized set of rules that enable an objective assessment of 
complexity and sensitivity of public administration surveys. For each survey item, the assessor can obtain 
the average score of both complexity and sensitivity, which is based on the arithmetic mean of all the 
assigned scores for all components that affect complexity and sensitivity.

The following section discusses each subindicator of complexity and sensitivity in turn, explaining its 
scope, rationale for inclusion, and an applied example of how to use it for coding a survey question, based on 
questions included in the Romania Public Administration Survey in 2019. 
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COMPLEXITY

Question comprehension

Component name: Length and complexity of syntax

Question: How long is a question and how complicated is the syntax used in the question?

Coding: Categorical; {0,1,2}

Scale:

0 (short question with easy syntax)

1 (short question with difficult syntax or long question with easy syntax)

2 (long question with difficult syntax)

Description: This component has two dimensions. It aims to gauge the length of a question and the diffi-
culty level of the syntax used in the question. For the length dimension, first, count the number of characters 
(including spaces) for every question in the survey. Afterwards, find out both the maximum (y) and mini-
mum number of characters (x) for a question in the survey. 

Let . Questions with number of characters (n) between x < n < + D are considered as short and 

questions with n between x + D ≤ n < x + 2D are considered as long. Thereby, whether a question is short or 
long is determined by its length relative to the other questions in the questionnaire. Moreover, these defini-
tions of “short” and “long” are also flexible since the values of y and x vary by survey. 

For syntax complexity, simple sentences are considered as simple syntax, while compound, complex, and 
complex-compound sentences are considered as complicated syntax.

For the calculation of the final score for this component, first, assign a score of 0 for a short question and 
1 for a long question. Similarly, assign a score of 0 for a question with simple syntax and 1 for a question 
with complicated syntax. Then, to obtain the final score, one can just add these two scores. A short question 
with easy syntax will get a total score of 0. A short question with complicated syntax or a long question with 
easy syntax will get a total score of 1. Lastly, a long question with difficult syntax will get a final score of 2. 
Note that this formula assumes equal weighting of length and complexity of syntax.

Example: PEM.1.2 in 2019 Romania Civil Servant Survey: “Have your objectives and performance objec-
tives been set and discussed with you before your last performance evaluation?” In this survey question, 
y is equal to 437 characters, x is 19 characters, and thus D is equal to 210 (rounded up). Therefore, a question 
with characters between 19 < n < 229 is short and a question with characters between 229 ≤ n < 438 is long. 
As PEM.1.2 has 120 characters, this question is considered to be short; therefore, we assign a score of 0. For 
syntax complexity, the question can be considered as a complex sentence, as it has both independent (“Have 
your objectives and performance objectives been set and discussed with you”) and dependent clauses (“your 
last performance evaluation”). Thus, we assign a score of 1 for the complexity of this question. Through the 
addition of these two scores, the question is coded as 1.

Component name: Vagueness in wording

Question: To what extent does the question asked contain vague words that leads to ambiguity?

Coding: Continuous; {0,1,2}

Scale:
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0 (No vague words in the predetermined list are used, and the question is written with absolute clarity and 
specificity.)

1 (Some vague words are used, so that the meaning of a question is not described clearly, but there is no or 
little ambiguity.)

2 (Vague words in the question induce substantial vagueness, which might result in survey breakoff or fur-
ther leads to great ambiguity.)

Description: This component aims to capture the extent to which the language used in a question is vague. 
Vague is defined as unclear, imprecise, and possibly but not necessarily ambiguous (Edwards et al. 1997) or 
open to interpretation. Common terms such as “good” and “well” are predetermined in a list of vague words 
by the assessor(s). A score of 0 is assigned to a question with no common term, while a 1 or 2 is assigned to a 
question containing one (or more) of such common terms, unless the question explicitly provides additional 
information that defines the common term(s) (see example below).

When a question is vague and the corresponding vagueness leads to significant ambiguity, arguably the 
question is more difficult to understand than vague but unambiguous questions. This is the rationale behind 
the score of 1 and 2. For score 1, although vagueness is present, respondents are able to finish the survey. For 
score 2, it is likely that this vagueness leads to confusion and frustration, which might prevent respondents 
from completing the survey (Edwards et al. 1997).

Example: REC.2.13.e(5) in 2019 Romania Civil Servant Survey: “To what extent do you agree or disagree 
with the following statements: The competition was fair?” “Fair” is a vague word and fairness is a vague con-
cept. However, the question is unambiguous. Hence, this question is coded as 1. 

Let us now consider two additional examples: REC.2.19.e(5): “To what extent do you agree or disagree with 
the following statements: Jobs in my institution are assigned based on the results of a formal selection pro-
cess?” and REC.2.7: “Which of the following assessment methods were used in the selection process for your 
current position? Select all that apply.” The phrase “selection process,” which appears in both questions, can 
be a vague term. However, in REC.2.19, the adjective “formal” is used to describe “selection process,” which 
makes it less vague. Thus, the vagueness score for REC.2.19 should be lower than REC.2.7.

Component name: Presence of reference frame

Question: Are the necessary reference frames included in the question?

Coding: Categorial; {0,1,2}

Scale:

0 (Either there is no need for any reference frames in the question or the necessary reference frame(s) are 
clearly stated and an average respondent is not asking for further clarifications.)

1 (The necessary reference frame(s) are provided, but they are not well specified, which leads to an average 
respondent asking for further clarifications.)

2 (The necessary reference frame(s) are missing, and a respondent’s typical reaction is asking “compared to 
what?” or “compared to whom?”) 

Description: This component reflects the extent to which well-defined reference frames are present in a 
question whenever necessary so that respondents understand the question in the way the questionnaire 
maker intended and answers from different respondents to a question are comparable (Ekinci 2015).

Example: REC.2.19.f in 2019 Romania Civil Servant Survey: “Preferred candidates are handed copies of 
exams before the actual exam takes place.” Here, “preferred” acts as a necessary reference frame, as it indi-
cates that not all candidates obtain the exam before it is conducted. However, this is still not well specified, 
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as it is unclear which candidates are “preferred” by the institution, highlighting the need for further clarifica-
tions. As a result, this question is coded as 1.

Component name: Number of subquestions

Question: How many subquestions are there in a question block?

Coding: Continuous; {0,1,2}

Scale:

0 (There is no or one subquestion.)

1 (There are two or three subquestions.)

2 (There are four or more than four subquestions.)

Description: This component aims to count the number of subquestions embedded in the question block to 
which a question belongs. A question block with two subquestions will be assigned a score of 1, and this will 
also apply to both to subquestions (a) and (b).

Example: REC.3.1. in 2019 Romania Civil Servant Survey has two subquestions: REC.3.1.(a)(1): “Please 
indicate the number of years ago when you were promoted in class.” and REC.3.2.(b)(2): “Please indicate the 
number of years ago when you were promoted in grade.” Therefore, REC.3.1 (a)(1) and REC.3.1 (b)(2) both 
are coded as 2.

However, note that for the other components, each of these subquestions should be treated as a 
 separate question, and therefore should be coded independently. For instance, assessors should 
rate vagueness in wording separately for REC.3.1.(a)(1) and REC.3.1 (b)(2) instead of giving one 
 rating for REC.3.1.

Information retrieval

Component name: Familiarity with the subject

Question: Are the respondents familiar with the subject of the question?

Coding: Categorial; {0,1,2}

Scale:

0 (The question relates to personal information about the respondent, such as their age, gender, or level of 
education; or if it relates to the respondent’s friends, immediate supervisors, subordinates, coworkers, or 
team.)

1 (The question relates to the respondent’s institution or organization as a whole.) 

2 (The question relates to information beyond the scope of the respondent’s organization, such as other insti-
tutions or organizations, the public sector, or private sector as a whole.)

Description: This component reflects the extent to which respondents are knowledgeable on the subject of 
a question. It is assumed that a respondent is more familiar with subjects relating to her/himself or someone 
who is close to him/her.
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Although the description is quite restrictive since there are other ways to assess familiarity—for instance, 
by using technical terms or jargon (Krosnick and Presser 2009)—it is hard to incorporate all aspects of 
 familiarity in one component. Moreover, the chosen description can be argued to be the most appropriate 
for a public administration survey, due to its tendency to ask questions surrounding civil servants’ work 
environment, including coworkers and the institution as a whole.

Example: DWH.1.4 in 2019 Romania Civil Servant Survey: “What is your job title?” The respondent should 
be familiar with the question, as job title is regarded as the respondent’s personal information. Hence, the 
question is coded as 0. 

Component name: Difficulty in recalling information

Question: To what extent is the relevant information difficult to be recalled?

Coding: Categorical; {0, 1, 2}

Scale: 

0 (The question requires the respondent to recall general information in the present, e.g., including but not 
limited to basic demographic questions, facts about oneself, binary questions.)

1 (The question requires the respondent to recall general information in the past OR highly specific infor-
mation in the present. Specific information includes but is not limited to quantitative questions, except age, 
asking about the year of occurrence, and opinion-based question, which is usually accompanied with a 
Likert scale.)

2 (The question requires the respondent to recall highly specific information in the past.)

Description: This component tests for the extent to which respondents are required to remember informa-
tion based on the question’s level of specificity and time frame of interest (past/present). Willis and Lessler 
(1999) argued that the respondent might not remember a very specific information (e.g., exact count) or if 
the event had occurred in a distant past. This is the basis of why it is assumed that specific or past-related 
information is more difficult to be recalled by an average respondent. Therefore, on the scale from 0 to 2, 
a score of 1 is assigned for more general and present-related information, while a score of 1 is coded for a 
question asking specific information about the present or general information about the past. Meanwhile, 
the score 2 is assigned for most extreme cases of question relating to specific and distant information in 
the past.

Example: REC.2.12 in 2019 Romania Civil Servant Survey: “Which of the following factors were important 
for getting your current job in the public administration?” This question pertains to the past and asks for a 
specific level of information, as it requires the respondent to consider the level of importance of the following 
factors for getting a job: academic qualifications, job-specific skills, knowing someone with political links, 
having personal connections, etc. Therefore, this question is coded as 2.

Information integration

Component name: Computational intensity

Question: To what extent is computation required to be made for a respondent to come up with an answer?

Coding: Categorical; {0, 1, 2}

Scale: 

0 (The question does not require any computation to be made.)
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1 (The question requires the respondent to do simple arithmetic calculation, which includes addition or 
subtraction.)

2 (The question requires the respondent to perform more complex arithmetic calculation, which includes 
multiplication or division.)

Description: This component tests for the extent to which basic arithmetic computations (addition, 
 subtraction, multiplication, and division) are required to reach an answer. The more advanced the required 
computation is, the higher the chance that this overloads the respondent’s working memory. It is assumed 
that addition and subtraction are less complex than multiplication and division; therefore, if a question 
requires the respondent to execute only the former, it will be coded as 1, and for the latter, a 2. The basis of 
this assumption is Willis and Lessler (1999), which discussed an example question asking about the propor-
tion of time spent in some activities. They argued that asking the number of hours (only involving addition 
and subtraction) burdens the respondent less compared to asking proportions of time (which involves 
division).

Example: DWH.1.8 in 2019 Romania Civil Servant Survey: “How many years have you been in your 
current institution?” This question requires a respondent to calculate his/her length of service in the 
current institution by subtracting his/her starting year from the current year. Therefore, this question is 
coded as 1.

Component name: Scope of information

Question: To what extent is the relevant information based on the respondent’s personal experience?

Coding: Categorical; {0, 1, 2}

Scale: 

0 (The question requires the respondent to draw on only his/her personal experience)

1 (The question requires the respondent to draw equally on his/her personal experience and some additional 
information that the respondent is not heavily exposed to.)

2 (The question requires the respondent to only integrate information beyond his/her personal experience 
and the respondent is not exposed to this experience in his/her job.)

Description: This component tests for the extent to which answers are derived from information beyond 
the personal experience of the respondent. When the respondent can answer the question asked by only 
referring to his/her personal experience, then the question is the least complex. However, if it requires the 
respondent to integrate his/her personal experience with something that he/she is not familiar with, then 
this increases cognitive burden and the complexity of the question, and even more if the answer is mainly 
derived from something beyond the respondent’s personal experience.

Example: REC.3.14 in 2019 Romania Civil Servant Survey: “Which of the following factors help employ-
ees get a promotion in your institution?” This question requires the respondent to reflect both on his/
her  personal experience and from other employees’ (in which respondent is not heavily exposed to) 
past  experience in getting a promotion. Therefore, this question is coded as 1.

Translation of Information to Answer

Component name: Mismatch between categories and questions

Question: To what extent does the given response options match the possible answers to the question?
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Coding: Categorical; {0, 1, 2}

Scale: 

0 (The answer categories are completely matched with the potential answers to the question, for instance: 
(1) For a straightforward yes/no question: a binary scale is assigned. (2) For an opinion-based question: a 
Likert scale is assigned. (3) For a complex factual question (with many possible answers): a list of mutually 
exclusive and collectively exhaustive items is provided. (4) For an individual-specific question (e.g., job title, 
age): “record respond” or “record number” is offered.)

1 (The answer categories work with the question but are not perfectly suited for it, i.e., moderately 
mismatched. For example, a question that asks “I enjoy working at my organization” and has answer 
categories of only “Yes” or “No.” The binary answer options do make sense in the context of the ques-
tion, but they limit the possible answers that someone might give to the question, as someone might 
only “somewhat enjoy” working at their organization, and would want to answer “somewhat agree” if 
the option is given.)

2 (The answer categories are severely mismatched to the question. For instance: (1) For a question with 
nuanced answers: a binary scale is assigned. (2) For a straightforward yes/no question: various response 
options are assigned (also includes a yes/no answer with some degree of explanation). (3) For questions that 
ask a time frame: the answer options overlap with each other.)

Description: This component tests for the extent to which the available answer options match the true 
answer to the question. Moreover, it also assesses whether there are other response options that do not 
necessarily belong to that particular question. Willis and Lessler (1999) reasoned that if the answer 
options do not match the question asked, the respondent will have more difficulty (and be confused) when 
mapping their true response to the given categories. This increases cognitive burden and thus makes the 
question more complex to be answered. An example of mismatch includes overlapping responses, for 
instance when “within the past 12 months” and “within the past 5 years” are offered for a time-frame-
related question. The latter should instead be framed as “between 1 and 5 years ago.” Another example 
includes if the answer options to a straightforward yes/no question offer some explanation to the answer 
(e.g., Yes, because...). This is a mismatch, as the reason for the yes/no answer should instead be asked in a 
follow-up question.

Example: AWE.1.1 in 2019 Romania Civil Servant Survey: “How many more years do you intend to 
work in the public administration?” The potential responses are: (1) 1–2 years; (2) Maximum 5 years; (3) 
10 years or more; (4) Rest of my career; (900) Don’t know; (998) Refused to answer. Answer options (1) 
and (2) overlap with one another, as if someone wishes to work for 2 additional years, this answer can be 
mapped into option (1) or (2). Option (2) should instead be phrased “3–5 years” instead of “maximum 
5 years.” A similar argument applies for options (3) and (4), where there exists a mismatch. Therefore, this 
question is coded as 2.

Component name: Number of answers needed to answer the question (burden for answering 
the questions)

Question: How many responses are required to be picked to fully answer the question?

Coding: Categorical; {0, 1, 2}

Scale: 

0 (The question requires the respondent to pick one answer to the question.)

1 (The question requires the respondent to pick two to three answers to the question.)
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2 (The question requires the respondent to pick four to five answers to the question.)

Description: This component tests for the extent to which respondents are required to pick more than 
one answer to the question. It is argued that if the respondent is required to pick more than one answer 
(e.g., select all that apply), the higher the cognitive burden will be, and thus the more complex the question 
is. The rationale behind this argument is derived from existing literature that suggests that matrix/list ques-
tions are associated with higher cognitive burden and breakoff rate (Peytchev 2009; Steinbrecher, Roßmann, 
and Blumenstiel 2014; Tourangeau, Conrad, and Couper 2013). When a question requires a respondent to 
select multiple questions, it amounts to asking the respondent to give a yes/no answer to a list of questions. 
For instance, REC.2.12 asks respondents to consider factors that were important for getting their current 
job in the public administration. By requiring respondents to select all that apply, the question is essentially 
asking the respondents to rate (1) whether academic qualifications are important; (2) whether previous work 
experience is important; (3) whether job-specific skills are important; (4) and so on.

Example: D.W.H.1.3 in 2019 Romania Civil Servant Survey: “What status do you have in the public adminis-
tration?” It is indicated in the question that the respondent is only allowed to pick one option only to answer 
this question. Therefore, this question is coded as 0.

Sensitivity

Subindicator name: Invasion of privacy

Question: To what extent the respondent is asked to discuss “taboo” or private topics that may be inappro-
priate in everyday conversation?

Coding: Categorical; {0, 1, 2}

Scale:

0 (The question probes a topic that is unlikely to lie within the private domain, e.g., an individual’s sex or 
gender.)

1 (The question probes a behavior/topic that is considered to lie within the boundary between public and 
private domains, e.g., political views.)

2 (The question probes a behavior that is considered to be completely within the personal domain or overly 
taboo, e.g., drug use.)

Description: This component tests whether the question is probing any taboo topics or any topic that the 
respondent might feel is inappropriate to probe in a public administration survey. Questions related to a 
respondent’s income or religion may fall into this category. This form of sensitivity is not related to whether 
the respondent answers the question truthfully.

Example: REC 3.1 in the 2019 Romania Civil Servant Survey asks, “Do you remember how many years ago 
you last advanced in your career in the public administration to a better job—be it a position of higher pay 
or greater responsibilities?,” where the respondent is asked to indicate the number of years. The question 
is coded as 1 as some respondents might feel that this is information that should be privy to them and the 
question is indirectly tied to income.

Subindicator name: Social-emotional threat of disclosure

Question: To which degree may the respondent be concerned with the social and/or emotional conse-
quences of a truthful answer should the information become known to a third party?
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Coding: Categorical; {0, 1, 2}

Scale:

0 (The reported behavior will not cause censure and is unlikely to lead to some degree of social stigma and/
or embarrassment in the community.)

1 (The reported behavior is unlikely to cause censure but will lead to at least some degree of social stigma 
and/or embarrassment in the community.)

2 (The reported behavior will lead to censure and a substantial degree of social stigma and/or embarrassment 
in the community.)

Description: This component tests the degree of embarrassment or censure within the respondent’s commu-
nity that a truthful answer will cause if the information is made publicly available or leaked.

Example: PEM 1.17c in the 2019 Romania Civil Servant Survey asks, “To what extent do you agree with the 
following statements on performance evaluations? I feel pressure to give some team members higher ratings 
than their work performance justifies.” The question is coded as a 1, since, if this is true and the truthful 
answer was made publicly available, it could be embarrassing for the respondent.

Subindicator name: Threat of formal sanctions

Question: To which degree may the respondent be concerned with the legal and/or formal consequences of 
a truthful answer should the information become known to a third party?

Coding: Categorical; {0, 1, 2}

Scale: 

0 (The reported behavior does not lead to any kind of legal action and or punishment.)

1 (The punishment for the reported behavior is somewhat severe. In general, these are behaviors that would 
be considered misdemeanors or infractions in most legal systems. These behaviors are usually punished with 
monetary fines or some disciplinary action in the workplace.)

2 (The punishment for this reported behavior is very severe. In general, these are behaviors that would be 
considered felonies in most legal systems and will include some jail time.)

Description: This component tests the potential legal consequences that the behavior probed by the ques-
tion could have. This type of question is only sensitive if the respondent’s truthful answer departs from legal 
behaviors defined by formal institutions and legal regulations.

Example: AWE 4.1a in the 2019 Romania Civil Servant Survey asks, “How frequently do employees in your 
institution undertake the following actions? Accepting gifts or money from citizens.” This question is coded 
as a 2 since the respondent might have a legal duty to report the illegal behavior to the relevant authorities. 

Subindicator name: Relationship between informal and formal sensitivity 

Question: What is the likelihood that a behavior/attitude may cause a threat of both social-emotional disclo-
sure and formal sanctions?

Coding: Categorical; {0, 1, 2}

Scale: 

0 (The probed behavior/attitude violates neither formal nor informal sensitivity and does not trigger 
 sanction from either source.)
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1 (The probed behavior/attitude violates both informal and formal sensitivity but is still unlikely to trigger 
sanction from any of the sources.)

2 (The probed behavior/attitude violates both informal and formal sensitivity and triggers severe sanctions 
from both sources.)

Description: This component measures the likelihood that a behavior/attitude may cause a threat of both 
social-emotional disclosure and formal sanctions. This type of question is logically more sensitive than ones 
that violate one type of institution while conforming to another.

BEST PRACTICES FOR MANUAL CODING

 ● Where there is more than one assessor in the project, it is advisable that all assessors code selected 
 sample questions together in order to reach an agreement on practicalities that further enhances 
objectivity.

 ● For the remaining questions, the assessors also need to discuss the questions for which they have 
 disagreement in scoring (if any) and reach a final consensus. 

 ● Where the assessor identifies systematic challenges to consistent coding, the assessor should make a 
note, and this needs to be discussed during the consensus meeting with other assessors, and if needed, 
with the supervisor of the project.

 ● Where the assessor finds the coding description to be unclear, the assessor should use their judgement 
to the best of his/her abilities. This should be discussed during the consensus meeting (or the initial 
 sit-together) to ensure a standardized practice can be conducted.

NOTE

1. The terms “survey questions” and “survey items” are used interchangeably in this appendix.
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APPENDIX K

Referent Questions 
and Organizational and 
Commitment Measures
Chapter 23 Appendix

APPENDIX K.1 LIST OF REFERENT QUESTIONS

Recruitment (Romania)

Individual referent

1. The skills and knowledge I was tested on during the recruitment process match the skills and knowledge 
I need to perform my job.

2. What I do in my current job on a daily basis matches the job description of the position I hold.

Organizational referent

1. The recruitment process in my institution tests the skills and knowledge staff needs to perform their jobs.

2. What staff in my institution are doing in their jobs on a daily basis matches their formal job descriptions 
of their positions.

Promotions (Romania)

Individual referent

1. Please indicate the extent to which you agree or disagree with the following statement: The promotion 
process in my institution is clear. 

2. Please indicate the extent to which you agree or disagree with the following statement: The promotion 
process in my institution is fair.

Organizational referent

1. Please indicate the extent to which you agree or disagree with the following statement: The promotion 
process I have to go through in my institution is clear. 

2. Please indicate the extent to which you agree or disagree with the following statement: The promotion 
process I have to go through in my institution is fair.
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Turnover (Romania)

Individual referent

1. Please indicate the extent to which you agree or disagree with the following statement: I spend time 
searching for other jobs.

2. Please indicate the extent to which you agree or disagree with the following statement: I want to quit 
my job.

3. Please indicate the extent to which you agree or disagree with the following statement: I want to quit 
my institution.

4. Please indicate the extent to which you agree or disagree with the following statement: I want to quit the 
public service.

5. Please indicate the extent to which you agree or disagree with the following statement: I will quit my job 
if I have the chance to get another job.

Organizational referent

1. Please indicate the extent to which you agree or disagree with the following statement: Staff in my 
 institution spend time searching for other jobs.

2. Please indicate the extent to which you agree or disagree with the following statement: Staff in my 
 institution often think about quitting their jobs.

3. Please indicate the extent to which you agree or disagree with the following statement: Staff in my 
 institution often think about quitting the institution.

4. Please indicate the extent to which you agree or disagree with the following statement: Staff in my 
 institution often think about quitting the public service.

5. Please indicate the extent to which you agree or disagree with the following statement: Staff in my 
 institution will quit their jobs if they have the chance to get another job.

Dismissals (Romania)

Individual referent

1. To what extent do you agree or disagree with the following statement: It would be difficult in practice to 
dismiss me from the public administration.

2. To what extent do you agree or disagree with the following statement: It would be difficult in practice to 
transfer me to another job against my will.

Organizational referent

1. To what extent to you agree or disagree with the following statement: In my institution, it would be 
 difficult in practice to dismiss employees.

2. To what extent to you agree or disagree with the following statement: In my institution, it would be 
 difficult in practice to transfer employees to another job against their will.

Promotion (Guatemala)

Individual referent

1. On a scale of 1 to 5, how confident are you that if you perform well in your job you will receive a promotion?
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2. To what extent do you agree with the following statement: The promotion process I have to go though in 
my organization is clear and fair.

Organizational referent

1. On a scale of 1 to 5, how confident are the majority of personnel in your institution that they will be 
 promoted in the future if they perform their jobs well? 1 is very unconfident and 5 is very confident.

2. Please indicate the extent to which you agree that the process of promotion in your institution is clear 
and fair.

Turnover (Guatemala)

Individual referent

1. I often think about leaving my current job.

2. I often think about leaving my organization.

3. I often think about leaving the public service.

Organizational referent

1. Staff in my organization often think about leaving their jobs.

2. Staff in my organization often think about leaving the organization.

3. Staff in my organization often think about leaving the public service.

Dismissals (Guatemala)

Individual referent

1. It would be difficult to dismiss me from the public service.

2. It would be difficult to transfer or rotate me to another position against my will.

Organizational referent

1. It is difficult to dismiss staff in my organization. 

2. It is difficult to transfer or rotate staff in my organization.

Leadership (Guatemala)

Individual referent

1. How often does your direct supervisor do the following?: Communicates and encourages enthusiasm 
about the mission and vision of your organization. 

2. How often does your direct supervisor do the following?: Leads by example.

3. How often does your direct supervisor do the following?: Says things that makes his/her staff feel proud 
to be a part of the organization.

4. How often does your direct supervisor do the following?: Promotes communication and accountability 
in relation to ethical and unethical practices associated with their work.

5. How often does your direct supervisor do the following?: Communicates the ethical standards clearly to 
his/her staff.
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6. How often does your direct supervisor do the following?: Fulfills his/her promises and commitments.

7. How often does your direct supervisor do the following?: Puts my interests above his/hers.

8. How often does your direct supervisor do the following?: Supports my professional development.

9. How often does your direct supervisor do the following?: Is concerned for my well-being.

Organizational referent

1. How often does your organization’s management do the following?: Communicate and encourage enthu-
siasm about the mission and vision of the organization.

2. How often does your organization’s management do the following?: Lead by example.

3. How often does your organization’s management do the following?: Say things that makes his/her staff 
feel proud to be a part of the organization.

4. How often does your organization’s management do the following?: Promote communication and 
accountability in relation to ethical and unethical practices associated with their work.

5. How often does your organization’s management do the following?: Communicate the ethical standards 
clearly to their staff.

6. How often does your organization’s management do the following?: Fulfill their promises and commitments.

7. How often does your organization’s management do the following?: Puts the interests of their staff above 
their own.

8. How often does your organization’s management do the following?: Support the professional develop-
ment of their staff.

9. How often does your organization’s management do the following?: Are concerned for their well-being of 
their staff.

TABLE K.1 Organizational Commitment and Identification Using Other Measures

Model 1  
(Dismissals,  
Belonging)

Model 2 
(Dismiss-
als, Pride)

Model 3 
(Dismissals, 

Commit-
ment)

Model 4 
(Recruit-

ment, 
Belonging)

Model 5 
(Recruit-

ment, 
Pride)

Model 6 
(Recruit-

ment, Com-
mitment)

Model 7 
(Turnover, 
Belonging)

Model 8 
(Turnover, 

Pride)

Model 9 
(Turnover, 
Commit-

ment)

Organizational-
Level

0 .365* 0 .321* 0 .257‡ –0 .254*** –0 .370*** –0 .306*** 0 .670*** 0 .496*** 0 .481***

(0 .178) (0 .160) (0 .137) (0 .071) (0 .066) (0 .056) (0 .088) (0 .086) (0 .074)

Commitment 0 .450 0 .434 0 .272 –0 .094 –0 .170 –0 .174‡ –0 .297* –0 .681*** –0 .465***

(0 .292) (0 .275) (0 .234) (0 .117) (0 .114) (0 .096) (0 .143) (0 .144) (0 .124)

Organizational-
Level × Commitment

–0 .204 –0 .189 –0 .134 0 .219** 0 .351*** 0 .281*** –0 .177‡ –0 .003 0 .021

(0 .185) (0 .172) (0 .146) (0 .074) (0 .071) (0 .059) (0 .092) (0 .092) (0 .079)

(Intercept) 3 .175*** 3 .211*** 3 .375*** 4 .965*** 5 .013*** 5 .020*** 1 .028*** 1 .431*** 1 .223***

(0 .281) (0 .257) (0 .221) (0 .113) (0 .107) (0 .090) (0 .137) (0 .134) (0 .117)

N 2,642 2,979 2,930 2,877 3,249 3,190 2,521 2,860 2,814

R2 (adj .) 0 .005 0 .004 0 .003 0 .018 0 .041 0 .032 0 .184 0 .178 0 .154

Source: Original table for this publication .
Notes: Results from ordinary least squares models . ‡ p<0 .100, * p<0 .050, ** p<0 .010, *** p<0 .001 .
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APPENDIX L

Further Details of Surveys
Chapter 24 Appendix

TABLE L.1 Distribution of Respondents: Survey Sample vs. Civil Service Population

Country

Gender
(% female)

Education
(% university educated)

Managerial status
(% managers)

Age
(mean)

Survey Population Survey Population Survey Population Survey Population

Albania 61 .3 — 92 .1 — 28 .9 — 35 .2 —

Bangladesh 21 .4 18 53 .4 — 21 .6 27 38 .5 —

Brazil 42 .6 45 49 .7 75 13 .1 — 47 .6 46

Chile 54 .9 58 10 .2 50 3 .1 — 41 .5 42

Estonia 69 .3 56 53 .4 61 17 .8 — 43 .3 43 .3

Kosovo 41 .7 — 46 .8 — 25 .8 — 43 .0 —

Nepal 33 .7 — 48 .3 — 20 .9 — 38 .0 —

Source: Original table for this publication .
Note: Populationwide statistics were available only for selected demographics and or countries . For details, see Mikkelsen, Schuster, and 
Meyer-Sahling (2020) .
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FIGURE L.1 Concept of Configural Invariance Visualized

InterceptInterceptIntercept

Intercept Intercept

Group 2

Enthusiasm
Good

example
Pride

Transformational
leadership

a. Configural invariance: ✓

b. Configural invariance: ✓

Group 1 Group 2

Transformational
leadership

Enthusiasm
Good

example
Enthusiasm

Good
example

Pride Pride

Transformational
leadership

Transformational
leadership

Group 1

Transformational
leadership

Enthusiasm
Good

example
Pride

ß
1

i
1

i
1

i
1i

1
i
1

ß
2

ß
3

ß
1

ß
2

ß
3

ß
3

ß
1

ß
2

ß
3

ß
1

ß
2

Source: Original figure for this publication .
Note: The key metric of focus for configural invariance measurement is highlighted in red: structure of latent factors . Configural invariance 
means that the same model fits both groups . Lack of configural invariance in turn signifies that the observed variables measure different 
combinations of latent factors .
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FIGURE L.2 Concept of Metric Invariance Visualized
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Source: Original figure for this publication .
Note: The key metric of focus for metric invariance measurement is highlighted in red: factor loadings . Metric invariance means factor 
loadings are not statistically different from each other and therefore can be compared across groups .
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FIGURE L.3 Concept of Scalar Invariance Visualized
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Source: Original figure for this publication .
Note: The key metric of focus for scalar invariance measurement is highlighted in red: value of intercepts of the latent factors . Scalar 
invariance means latent factor intercepts (means) are not statistically different from each other and therefore can be compared across groups .
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FIGURE L.4 Correlations between Questions from the Transformational Leadership and Salaries 
Sections of the Global Survey of Public Servants Administered across Seven Countries

(continues on next page)



APPENDIX L 751

FIGURE L.4 Correlations between Questions from the Transformational Leadership and 
Salaries Sections of the Global Survey of Public Servants Administered across Seven Countries 
(continued)

Source: Original figure for this publication.
Note: The correlograms demonstrate correlations among Global Survey of Public Servants questions using only complete observations. The exact phrasing of the 
questions was as follows:
1) Transformational Leadership: Enthusiasm: My direct superior articulates and generates enthusiasm for my organization’s vision and mission; 2) Transformational 
leadership: Good example: My direct superior leads by setting a good example; 3) Transformational leadership: Pride: My direct superior says things that make 
employees proud to be part of this organization; 4) Salaries: Sustain family: I could sustain my household through my salary alone; 5) Salaries: Satisfaction: I am 
satisfied with my salary; 6) Salaries: Performance related: My work performance has had an influence on my salary in the civil service; 7) Salaries: Seniority based: 
My years of service in the civil service have had an influence on my salary; 8) Salaries: Similar to colleagues: I am paid at least as well as colleagues who have job 
responsibilities similar to me; 9) Salaries: Private alternative: It would be easy for me to find a job outside the public sector that pays better than my current job.
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APPENDIX M

US Federal Government 
Best Practices Resources
Chapter 26 Appendix

APPENDIX M.1 PRESIDENT’S MANAGEMENT AGENDA BEST PRACTICES 
SHARING WEBSITE

The President’s Management Agenda Developing a Workforce for the 21st Century Subcommittee for 
Improving Employee Performance Management and Engagement collected successful workforce practices 
from across the US federal government and created a platform to share them broadly. Screenshots from the 
platform are provided below.

FIGURE M.1 PMA Site on Career Development Programs

Source: Screenshot from President’s Management Agenda (PMA) site .
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FIGURE M.2 PMA Site on Supervisory Career Development Programs

Source: Screenshot from President’s Management Agenda (PMA) site .
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FIGURE M.3 PMA Site on Career Climbers Cohort

Source: Screenshot from President’s Management Agenda (PMA) site .

APPENDIX M.2 WORKFORCE POLICY BEST PRACTICE SHARING SITE

To advertise the existence of resources on best practice, US Office of Personnel Management (OPM) has 
set up their own workforce policy best practice sharing site that links to many of the resources from the 
 President's Management Agenda (PMA), as well as others such as the Employee Viewpoint Survey Analysis 
and Results Tool (EVS ART) outlined in appendix M.3.
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FIGURE M.4 OPM Link to PMA Resources

Source: Screenshot from Office of Personnel Management (OPM) site .
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APPENDIX M.3 EMPLOYEE VIEWPOINT SURVEY ANALYSIS 
AND  RESULTS TOOL

An Excel-based tool, the Employee Viewpoint Survey Analysis and Results Tool (EVS ART), has provided 
officials across government with a no cost, practical, and easy to use resource for analyzing the OPM Federal 
Employee Viewpoint Survey (FEVS) data sent to agencies by OPM. Screenshots from the platform are 
 provided below.

FIGURE M.5 EVS ART Online Dashboard

Source: Screenshot from Office of Personnel Management (OPM) site .
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As the below screenshot shows, at the institute level, averages provide little indication of problem areas at 
specific organizations.

FIGURE M.6 EVS ART Results Dashboard Showing Institute Level

Source: Screenshot from Office of Personnel Management (OPM) site .
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EVS ART makes a deeper dive to the office-level sample. Such a perspective indicates two problem offices 
otherwise hidden when rolled up to the parent organization.

FIGURE M.7 EVS ART Results Dashboard Showing Office Level, with a Focus on Organizations

Source: Screenshot from Office of Personnel Management (OPM) site .
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A deeper dive into the data can also be done by topic. In the screenshot below, we see this highlight an 
opportunity for improvement across the institute in the fairness component of the survey.

FIGURE M.8 EVS ART Results Dashboard Showing Office Level, with a Focus on Topics

Source: Screenshot from Office of Personnel Management (OPM) site .
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