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The Fourth Industrial Revolution brings cutting-edge technologies that help governments
achieve Sustainable Development Goals and increase data accessibility and openness.
Innovative technologies, such as big data, artificial intelligence, data analytics, and machine
learning, profoundly changed the mindset and ways of work for public sector auditing. In view
of this, the INTOSAI Working Group on Big Data initiated a research project to investigate the
innovative audit technologies and explore ways of utilizing those technologies in practice,
aiming to help supreme audit institutions meet increasing expectations from stakeholders on
more effective auditing and higher-quality audit results.

After three years of research by a team within the Working Group, we are now pleased to present
the Research Paper on Innovative Audit Technology. The paper identifies big data and artificial
intelligence as innovative technologies in auditing, surveys SAls capacity in using the big data
technology, and puts forward suggestions for SAls to develop a big data governance framework
and provide decision-makers with audit-based advice on strategic issues.

We would like to extend our gratitude to all the SAls that contributed to this research. Special
thanks go to SAI Indonesia for their tremendous efforts in leading and organizing the research.
We also appreciate the SAls of Austria, Brazil, Denmark, Ecuador, Norway, Russia, and the UK for
their valuable input to the research.

We hope you find this paper useful.

Hou Kai

Auditor General of the National Audit Office of China
Chair of INTOSAI Working Group on Big Data
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1. Executive Summary

The purpose of this research paper is to find practical use of innovative technology in

government auditing towards advanced technologies. Industrial Revolution 4.0 enables not only
individuals but also institutions to take benefit of large amounts of data so that they can interact
among others in a very efficient mean. One prominent technology in government auditing is Big
Data. Many SAls have started to use several technology platforms for dealing with Big Data. One
of the major directions concluded in The Moscow Declaration is about how SAl uses advanced
technology to enhance the process of public audit more efficiently.

In large part, the confluence of the 4th Industrial Revolution and the Moscow Declaration is
a testament to the efforts of INTOSAI to remain at the forefront and to enhance stakeholder
engagement. Indeed, utilizing advanced audit technology is itself another of the goals of
the Moscow Declaration. While the advanced audit technology can be applied to SDGs and
certainly promotes the availability and openness of data, we are currently seeing the advanced
audit technology as a means to free auditors from data collection tasks to a more value-added
effective, transparent, and informative input on accountability, seeking to provide decision-
makers with audit-based advice on important and strategic issues.

Big Data and Artificial Intelligence are the emerging technologies that give an impact on how
auditors in the future will interact and deal with the data and the algorithm. Between these
technologies, there are practices that can be applied to any kind of data which auditors should
deal with, i.e., data analytics and machine learning. These four pinpoints represent the journey
of auditors to play around with the innovative audit technology.

This research found that most SAls work on historical data which was collected on a periodical
basis. Some SAls obtain the data only during audit work while other SAls have the advantage
to get the data periodically regardless in an audit period or not. Also, most SAls still deals with
traditional data and conventional analytics process. The use of spreadsheet software and
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Generalized Audit Software is still prominent in analyzing the data. Thus, auditors mostly use
Computer-Assisted Audit Techniques (CAATs) during the audit work.

Due to the increasing need for implementing and using big data for enhancing the audit
process and empowering the auditor, the development of the Big Data Governance Framework
for SAl has become a necessity. The framework will guide the SAI for developing the Big Data
Governance Framework. The framework will provide the SAIl with the policies and standards
regarding data management, data security, and data processing optimization.

2. Introduction

2.1 Background

The Moscow Declaration of INTOSAI, like so many other INTOSAI documents, is addressed and
dedicated to SAls for increasing their institutional capability. The declaration encourages SAls
to take the benefit of advanced technology. The Moscow Declaration is based on the main
conclusions of INCOSAI XXIII. It outlines the major directions for the future development of
public audit:

1. Ensuring independent external monitoring of the achievement of goals agreed upon on
the national level as well as SDGs;

2. Efficiently using opportunities offered by technological progress;

3. Strengthening the role of SAIS® work with a view to improving transparency and
accountability of public administration.

In line with the Moscow Declaration, Supreme Audit Institutions agreed to follow the ten basic

principles:

1. Promoting more efficient, transparent, and informative accountability of the government
for its outcomes;

2. Developing a comprehensive approach to audit for attaining national goals and priorities;

3. Preparing recommendations for the government on important strategic issues of public
administration;

4. Promoting the principle of accessibility and openness of data, the openness of source
code and algorithms;

5. Employing data analytics in audits;
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6. Advancing the culture of experimental thinking;
7. Managing systemic risks in public administration;
8. Training auditors of the future;

9. Searching for ways to promote inclusiveness;

10. Establishing efficient collaboration with auditees and broadening the cooperation with
the academia and the society as a whole.

In large part, the confluence of the 4th Industrial Revolution and the Moscow Declaration is
a testament to the efforts of INTOSAI to remain at the forefront and to enhance stakeholder
engagement. Indeed, utilizing advanced audit technology is itself another of the goals of
the Moscow Declaration. While the advanced audit technology can be applied to SDGs and
certainly promotes the availability and openness of data, we are currently seeing the advanced
audit technology as a means to free auditors from data collection tasks to a more value-added
effective, transparent, and informative input on accountability, seeking to provide decision-
makers with audit-based advice on important and strategic issues.

In shifting this focus of auditing, the advanced audit technology is encouraging auditors to adopt
a creative mindset stance to look at numbers, but to gain insight towards providing foresight. It
is all of these elements of the Moscow Declaration, and perhaps more, that are either central or
tangential to the new frontier of audit technology.

This research project was conducted in the context of the use of advanced audit technology.
Although we found that SAls do not have any special mechanisms for implementing advanced
audit technology but rather follow general procedures, we highlight some specific features that
affect the implementation of advanced technology on government auditing.

2.2 Project Scope and Methodology

This paper focuses on identifying emerging technology that can increase institutions’  capacity.
The project studied the purpose for which, and the manner in which, SAls utilize the advanced
audit technology for their audit activities in order to achieve a more efficient and effective audit
process while fulfilling their maturity from Oversight to Insight, and furthermore to achieve the
capacity for providing Foresight.
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3. Big Data as an Innovative Technology in Auditing

3.1 Big Data

Big Data is the common term nowadays to describe a collection of huge amounts of data so
that the use of traditional software is not relevant anymore (Warren et al., 2015). The growth of
data follows Moore’ s law which means that the data grows exponentially. The growth of data is
not only in terms of size that requires higher storage but also in terms of its variety and velocity.
These attributes of Big Data are commonly referred to as the 3Vs, i.e., Volume, Variety, and
Velocity (Doug Laney, 2001).

Volume in Big Data addresses the gigantic size of the data in which the size is approaching the
Zettabyte. IP-based data traffic has increased significantly in the last five years. The presence of
social media and the Internet of Things has contributed to the increasing size of data. Also, the
information system owned by institutions has become the main source of information for data
producers (Herschel & Miori, 2017).

Variety in Big Data refers to various data types. Until 2000, most institutions were dealing with
structured data, data that consist of rows and columns in the tabular form stored in a database
either a common database or relational database system. The variety in Big Data can be
classified into two perspectives; the structure and the human-machine interaction. From the
data structure perspective, Big Data consists of both Structured Data and Unstructured Data.
While structured data refers to tabular data, unstructured data refers to the text of a speech, text
in a document, images, voice, and video (Boyd & Crawford, 2012; Mayer-Schonberger & Cukier,
2013). From the human and machine interaction perspective, not only do humans produce
the data but also machines can generate the data. For instance, location sensors from the GPS
of millions of smartphones generate data in a real-time process, continuous, and granular.
Humans, on another side, generate many unstructured data through social media and machine-
to-machine connectivity.

Velocity in Big Data refers to the speed of data in and out. Data runs very fast. There have been
several researchers measuring how fast the data pass over and over again on the Internet. The
following picture illustrates the data traffic in a minute around the globe.
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Figure 1. Data Traffic in a minute 2020"
The concept of 3Vs of Big Data has evolved to 4Vs and 5Vs. Veracity is the first additional of 3Vs.
Veracity in Big Data highlights the inclusiveness of noise in the data, thus, validating the data for
further analysis is essential. The next addition is Value. Value as an attribute of Big Data indicates
the usefulness of gathered data. Data by itself, regardless of its volume, cannot tell the story,
thus, useless. In order to be valuable, the data needs to be converted into insights or valuable
information.

In auditing, Big Data technology enables SAl to expand the horizon of the data collection process
while keeping such process is cost-effective. The data collection is, to some extent, a part of

1. https.//www.visualcapitalist.com/every-minute-internet-2020/
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collecting audit evidence. The audit standard states that there are three characteristics of audit
evidence, i.e., sufficient, relevance, and reliability. Auditors can use Big Data to expand the scope
of their data collection and draw patterns or comparisons over larger populations of data. Also,
Big Data provides auditors with more than sufficient data to be converted into audit evidence.

Standard said that the auditor should have access to the audit entity’ s information during the
audit assignment as a means to collect audit evidence. However, the quality of audit evidence
strongly depends on the audit entity’ s information system and technology, the cost and benefit
aspects, and interactions with the audit entity’ s personnel. If such a worse case occurred,
auditors may use alternative information from relevant external sources available in a big data
platform. In this case, big data can support auditors in providing additional relevant information
from other competent resources that are not available to the auditor. The use of external
resources becomes essential for revealing the indication of fraud in a financial statement.

Obtaining audit evidence related to a fraud case is a challenge for auditors. The audit standard
mentions that the auditor has a responsibility to plan and perform the audit to obtain
reasonable assurance about whether the financial statements are free of material misstatement,
whether caused by error or fraud (AICPA, 2002). As a consequence, the auditor should find
either direct or indirect evidence that could reveal a person's motivation and rationalization
for committing fraud. Motivation and rationalization of a person to commit fraud are usually
reflected in their lifestyle, behavior, and morals. These aspects are usually not observed during
a financial statement audit. To overcome this, auditors can collect data from social media to
explore a person's lifestyle, motivation, and even rationalization, for example, his dissatisfaction
with the institution where he/she works. Therefore, Big Data helps the auditor to minimize the
risk of insufficient audit evidence to uncover irregularities.

The challenge in applying Big Data as complimentary audit evidence is reliability. On one side,
Big Data is highly reliable since it is obtained from external sources and collected by auditors
directly. Big Data is very difficult to be altered because of its vast volume. On another side,
however, due to its characteristics, Big Data is not free from noise that can lead to false positives
and data overload, thus, decreasing the reliability of the data (Yoon et al., 2015). To eliminate the
noise, the auditor should apply a data preparation procedure to the content of Big Data before
proceeding to further analysis (INTOSAI, 2019).

As for the relevance of audit evidence, the use of Big Data depends heavily on the professional
judgment of auditors which is common when auditors deal with traditional data. Besides, using
Big Data as audit evidence drives the concern about the verification of the accuracy of data as
most of the data are from external sources and especially if the Big Data has a significant effect
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on financial statements (Appelbaum et al., 2017). Big Data evidence is considered sufficient
due to the volume and variety of the data available in real-time. Appropriateness refers to the
reliability and relevant evidence (Yoon et al., 2015).

Big Data is considered an evolutionary development in data technology. Big Data itself has no
value, therefore, an evolutionary approach in analyzing Big Data is essential. The application
of advanced analytics is important to extract potential value to help not only auditors but
also decision-makers make sound and informed decisions (Alles & Gray, 2016). The analytics
techniques mentioned above are called Big Data Analytics (BDA). BDA has plenty of definitions
however in auditing it is defined as  “the science and art of discovering and analyzing patterns,
identifying anomalies, and extracting other useful information in data underlying or related to
the subject matter of an audit through analysis, modeling, and visualization for the purpose of
planning or performing the audit” (AICPA, 2017).

3.2 Artificial Intelligence

Initially, Artificial Intelligence (Al) was inspired by logic such as if something happened, then
do that. Al is a computation program that enables a machine to work and think like human
intelligence for making a decision, solving problems, and predicting the future (Elliot et al., 2020).
Since Al enables the machine to think like a human and humans apply Al to extend the capacity
of processing the information, Al is considered as the external intelligence (Arthur, 2017). Human
creates Al by injecting several algorithms and loading the massive historical dataset to the
machine. Al is an example of a human and machine interaction routine that is easy for humans
but very difficult for a machine to do so.

Al was built on top of machine learning technology. Machine learning is the process of training
the computer to think like a human by applying an appropriate algorithm and exploring a
sufficient dataset (Goldberg & Holland, 1988). An algorithm is a set of rules and instructions that
establish a formula to produce an output (Knuth, 1997).
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Considering Big Data as a complement of audit evidence, auditors need a technology platform
to enable them to identify, excavate, and assess the information contained in the Big Data, thus,
significantly improving the audit quality. Al can be regarded as a technology platform that adds
value to the area of improving audit quality. The ability of Al technology to efficiently deal with
vast amounts of data has not only increased the value of a vast amount of data collected during
the audit but also reduce the cost and time for processing such big data (Bizarro & Dorian, 2017).

3.3 Technology Platform

A big data technology platform is designed to handle the collection, processing, and analysis of
data in which such processes are not relevant for traditional database systems due to its size,
its variety, and its complexity. The end-to-end process from collecting to delivering the result of
analysis typically involves one or more of the following types of workload:

1. Collecting the data in the form of either batch process or real-time process.

2. Big data exploration

3. Advanced Analytics of the data such as conducting predictive analytics and machine
learning.

The following diagram shows the logical components that fit into the end-to-end big data
technology platform. Every item in this diagram does not represent individual solutions. Some
items may be combined together.

Batch
Processing

e Data Storage

Analytics
and
reporting

Data Machine Analytical
Sources learning data store

Real-time Stream
message ingestion processing

Orchestration

Figure 2. Components of a Big Data Architecture?

2. https://docs.microsoft.com/en-us/azure/architecture/data-guide/big-data/
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The following picture exposes the landscape of an end-to-end Big Data Technology Platform for
software either an open-source or proprietary solution.
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Figure 3. Big Data Landscape 2020°

As shown in the above figure, there are so many choices of technology for implementing Big
Data including the capacity for analyzing these Big Data. A block in Figure 2 may use a single or a
combination of the software shown in Figure 3.

Data Source Block in Figure 2 represents one or more origins of the data. This may include
application-generated data such as data from the auditee’ s information system. The data
source may also come from a static page such as a website. Furthermore, it may be sent by
Internet-of-Thing (IoT) devices in a real-time process.

Data Storage Block provides the institutions with a single store for all of the raw data that anyone
in an organization might need to analyze. In the context of Big Data, this scheme of storage
refers to a Data Lake. The Data Lake, to some extent, is similar to what was previously known as

3. https://mattturck.com/data2020/




Data Warehouse. However, there is a stimulating distinction between the data lake and the data
warehouse. The data lake stores raw data as it is and in whatever type the data source provides.
It's up to the consumers of that data to make sense of that data for their own purposes. Data
Warehouse, on another side, stores modified raw data as the data follow the pre-defined schema
of the Data Warehouse (DatalLake, n.d.). Also, there is a shifting of the data pipeline approach
from ETL in Data Warehouse to ELT in Data Lake practices. In a data warehouse, the data source
should be cleaned through the sequential procedure of Extract, Transform, and Load (ETL)
from the data source to the data warehouse, however, the process is altered in which ETL is
modified to ELT in a data lake. In the data lake, the data source is extracted and loaded directly
to the data lake. The transformation process has proceeded whenever the data is needed for
further analytics by the user and, in some cases, the transformed data will be stored in the data
warehouse for repetitive analysis.

There has been a shift in the approaches on collecting the data from Valid-First to Collect-First.
The Valid-First approach is concerned with the only validated data that can be collected and
stored in the database while the Collect-First approach is concerned with the collectible data
that can be directly collected and stored in the database.

The following picture depicts the difference between data warehouse and data lake.

With a data warehouse,

incoming data is cleaned and l With a data lake, incoming data v

organized into a single consistent goes into the lake in its raw form...
schema before being put into the

warehouse... .

... we select and organize

... analysis is done data for each need

directly on the curated I
warehouse data VI I

Figure 4. A distinction between the data lake and the data warehouse*

3. https://martinfowler.com/bliki/DataLake.html
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Providing so many choices in Figure 3, options for implementing this storage include Azure Data
Lake Store, Amazon S3, Cloudera Data Lake Service, and Apache HBase.

Batch Processing Block deals with a very large data set that must be processed using a long-
running batch job to filter, aggregate, and other data processing for further analysis. Some
options for implementing this block are Azure Data Lake Analytics, Cloudera Data Platform,
Spark Cluster, and other software.

Real-time Message Ingestion Block deals with real-time data sources, thus, requiring stream
processing to collect and store the real-time data. The component of a streaming block is
commonly referred to as stream buffering. Some options of software to implement this block are
Azure Event Hubs, Amazon MQ, and Apache Kafka.

Stream Processing Block deals with fast data income that must be processed using stream
processing services to filter, aggregate, and other data processing for further analysis. Some
options for implementing this block are Cloudera Data Flow, Storm, and Spark Streaming.

Analytical Data Store Block can be referred to as an Inmon-style relational data mart that is
produced from the data warehouse, in this case, from the data lake. The schema stored in the
Analytical Data Store is a group of data for the themed analytical process. Some options for
implementing the Analytical Data Store are Azure Synapse Analytics, SQL Server 2019 Data
Virtualization, and Spark SQL.

Analysis and Reporting Block has a role to amplify the results of the analytical process so that
more users can access the analytical reports. This block provides the user with self-service
analytics that enables them to design both their own analytics and their own reporting style,
thus, supporting the democratization of data analytics. Some options for implementing the
self-service analytics and reporting are Power Bl, RStudio, Jupyter, and Cloudera Data Science
Workbench.

Orchestration Block encapsulates the end-to-end Big Data Analytics Process including
transforming the source data, moving the data between multiple sources, loading the processed
data into an analytical data store, or pushing the results directly to a dashboard, a report, or
even an APl that can be consumed by Line-of-Business Application. Some options to automate
these workflows are Azure Data Factory, Collibra, Talend, and Apache Oozie.
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3.4 Selecting the Platform

This section will deliver a general concept so that the readers can relate their organization
system to the generic of Big Data. Although the previous sections do not discuss the institutional
strategy on Big Data, it is at the forefront of all IT vision, mission, objectives, hardware, and
software. The institutional strategy on IT especially if Big Data is mentioned may state whether
the organization will use Cloud Computing or On-Premise approach for the Big Data Platform.
These approaches of building the Big Data guides the selections in different approach each
other of selecting the technology platform. Therefore, the available strategy is an essential
component of a Big Data System in an organization.

Prior to selecting the software as shown in Figure 3, Big Data at first will indicate what should
be available and then create the plan to acquire the necessary hardware. Hardware is the core
of a Big Data system. It deals with how much the capacity of the storage; whether the capacity
is sufficient or not to store a huge amount of data, whether the process of retrieving the data is
fast enough or not to start the analysis, and whether the analytical process is supported with
adequate computation power (the amount of RAM and how many cores in the server) or not.
Based on the organization strategy on Big Data, the hardware may incorporate not only branded
computers but also some commodity computers. After selecting the size of the hardware, the
next process is to select the operating system that will run on the hardware. The hardware and
its operating system then will work with the selected system software later.

Selecting the operating system is not challenging since the choices are very limited in the Big
Data System. These are either Linux-based or Windows operating systems. Since the hardware
in Big Data can be categorized into four functionalities; as a collector, as a storage, as analytical
processing, and as an end-user interface, the choice of software program for those functions is
more challenging than that of an operating system.

The challenges in selecting the software program are as follows:

@ Open-Source vs Proprietary:

Open-Source Software is software that has its source code open to the public. As a
consequence, people are able to use and modify the software to fit their needs without any
expense or near-free. Although the concept of open-source is about the freedom to modify,
most people acknowledge open-source software as free software that we do not need to
purchase. Proprietary software, on another side, is software developed by a company and the
company retains and keeps the source code exclusively. Those who want to use the software
should pay some amount of investment in the form of a license to use the software. In general,
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the buyer does not have the right to modify the software, thus, less flexible to fit the needs.
Some examples of selecting between the open-source and proprietary are MongoDB vs Oracle
Database Management System, Dagster vs Collibra, and RStudio vs SAS.

® Perpetual vs Subscription Licensing

Perpetual licensing is the type of licensing that attaches to an account and does not have an
expiration date. When a company buys software with a perpetual license, the company will
be eligible to use the software with no time limit. In order to keep the software update, there
is an additional cost to buy the service. On another hand, Subscription licensing is a type of
licensing based on a certain period of time, usually one year. In order to keep using the software,
consistent renewal should be taken place. This type of licensing is a common practice in cloud
computing services.

® Cloud vs On-Premise

In the era of Industry 4.0, Cloud Computing has become a buzzword in the way of developing the
IT infrastructure. Some software for applying Big Data is only available on Cloud which means
the user only has the option to subscribe to the services. Using Cloud technology, the subscriber
does not buy the server nor the software. Some examples of software that is only available on
the cloud are Azure Machine Learning and Dataiku. However, some technologies have still opted
for the on-premise method in which the software is installed in our own server, for example, SQL
Server Database Management System and Shiny Server.

The following chart illustrates a sample of a combination of open-source software for
establishing a Big Data Technology Platform.

¢ Pentaho * Hadoop FS e Spark ¢ Power BI

* Drill * Hive * Storm * Python /

* Logstash * Kafka ¢ Impala Jupyter

* Sqoop e NoSQL e Keras Notebook
* Pytorch * R/Rstudio
¢ Tensorflow

Figure 5. A sample of Big Data Platform by combining several Open-Source Software

In addition to these Big Data Technology Platforms, there has been also shifting in the
infrastructure that leads to a more compact data center in which the Big Data Platform will
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reside. The state-of-art data center infrastructure is moving from monolithic, then virtualization,
and now containerization. The following chart shows the development of data center
infrastructure.

App  App  App

Traditional Deployment Virtualized Deployment Container Deployment

Figure 6. The trend of infrastructure deployment

An institution may consider the deployment type of the Big Data Platform whether to follow
traditional, virtualization, or containerization approach. The type of deployment may impact the
total cost of ownership of the platform.

4. A Survey on SAI’ s capacity on Utilizing the Big Data

4.1Data Collection
SAl Indonesia used a questionnaire as a method to collect the data in August 2020. The
questionnaire consists of three parts, as follow:
1. Basic Information of SAI
2. Structure of IT Unitin SAI" s Organization Structure
3. Basic IT Capacity of SAI
4. Big Data Identification
5. Data Collection: Technique and Procedure
6. Reporting and Data Visualization

At the end of the Data Collection phase, there were 24 SAls replying to the questionnaire.
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4.2 Big Data Platform

In dealing with Big Data, SAl needs a big data platform to store a vast amount of data with
various types of data. On the question of the current use of database platforms, some SAls use
more than one database platform. The most popular database platform is Microsoft SQL Server.
14 SAls use this relational database management system. The second and the next platforms
are Oracle and MySQL Database which are used by 11 and 8 SAls respectively, as shown on the
following chart.

Database Platform
16
14 m MSSQL

12 m ORCL

10 = MySQL
8 m PostGre
m Shentong
= MongoDB
. mDB2
) H s mm T
1

Figure 7. Data Platform used by SAI
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These 24 SAls have not used a specific platform for storing unstructured data such as Hadoop or
other S3-Compliant File Systems. The content of their Big Data is mainly in the form of structured
data. There is no sufficient evidence during this research to mention that some SAI have started
to analyze text, image, and video.

4.3 The method of Data Collection

Most SAls have authority, by law, to collect data from the auditee. However, the procedure of
collecting the data is not explicitly stated in the regulation. However, there are some SAls whose
Audit Law states clearly that the auditee should submit the government financial transaction
data electronically. From the survey, only 21% use the Internet as a means of transferring
the data from the auditee remotely. A majority of the respondents collect the data using a
conventional method such as manual collection (25%), Read-Only Access on auditee’ s location
(21%) and using removable media (21%). See the following chart.




Data Analytics Tools
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Figure 8. Method of collecting data from auditee

4.4 Big Data Analytics Platform

There is various software either open-source software or proprietary software for conducting
advanced analytics on a huge amount of data. The survey shows that there has been a mix of
both open source and proprietary software. The top three software for conducting data analytics
are IDEA, R, and ACL. Most of the respondents are still using Generalized Audit Software (GAS)
such as IDEA and ACL. The use of this software indicates that most SAls are still mainly working
on the structured data, which implies that the method of analytics remains prominent following
the practices of Computer-Assisted Audit Techniques (CAATs). 15 SAls have started to use
analytics-specific programming languages such as R and Python. It also indicated that SAls are
aware of the need for advanced analytics on their data in which the use of GAS has not met the
auditors' need.

Acces Mode to Auditee' Data

Figure 9. The use of Data Analytics Software
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4.5 Big Data Analytical Model

Practically, there is five types of analytics model, i.e., Clustering, Classification, Association,
Regression, and Prediction. These models are common in analyzing structured data. However,
these five models do not fit to analyze unstructured data. The prior process should be taken for
transforming the unstructured data to structured data, for instance, the text mining technique
is used for transforming the unstructured data to structured. Some methods in Text Mining
are Text Analysis, Social Network Analysis, and Sentiment Analysis. The survey result on the
implementation of analytical models shows that the Classification method is the common
practice in the audit process. Auditor uses classification in the form of doing cross-tabulate,
summarizing, filtering, and grouping. Other than the classification method, the Clustering
method and Regression are the prominent methods in analyzing the data. As shown on the
following chart, 13 SAls apply Clustering Analysis, 11 SAls apply Regression Analysis, and 5 SAls
have applied Text Analysis for analyzing the data.

Analytics Model

@v

) S g

m Clustering = Regression = TextAnalysis = Similarity = SNA = Predictive

Figure 10. The use of the Analytics Model

4.6 Big Data Visualization Tool

Data Visualization has an important role in the implementation of Big Data Analytics. Data
visualization could amplify the analytical result so that all auditors can have access equally. The
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research uncovers that Microsoft Excel is the most favorable software for visualizing Big Data.
The result implies that most SAls use structured data in their data analysis process. The result
also opens the opportunity to enhance the SAI’ s capacity for storytelling with the data by using
an astonishing data visualization.

Data Visualization Tools

18 17
16 W Excel
B PowerBl
14
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12 m Tableau
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4 3 3 3 m MSRS
2 2 2 2
2 1 B GoogleChart
HEEEe -
0

Figure 11. The use of Data Visualization Tools

5. Big Data Capacity Matrix

This section introduces the result of a questionnaire analysis on identifying patterns related to
Big Data Capacity. The result portrays the Big Data capacity in SAls based on the technology and
the process of data analytics stated on the questionnaires. The following chart describes the
position of each SAls among others.
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Figure 12. Big Data Analytics Capacity Matrix
For the analysis, two variables were defined,

® Technology forms the axis of the chart. Three indicators from participant’ s questionnaires
formulated the Technology variable. These elements are;

1. The tools used for analyzing the data
2. The tools used for visualizing the data
3. 1T infrastructure capacity

® The Process of Big Data Analytics comprises 8 indicators collected from the questionnaires.
These elements are;

1. Structure of IT Unit

2. The method of accessing the auditee’ s data
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3. The techniques in analyzing electronic data

The indicators were quantified and scaled. The output of the process was the score of
Technology and Process. The scaled score was then mapped into the chart in Figure 10.

On the chart, there is a pattern that might be indicative of how an SAl implemented the Big Data
Analytics Capacity. The SAls in the chart are concentrated on quadrants |, I, and I1l. 30% of SAls
are still on quadrant I. This implies that most SAls have started the Big Data Analytics Capacity
Building by firstly developing the capacity of their technology or strengthening the procedure
to conduct Big Data Analytics. Based on the country paper of 23 SAls, SAls in quadrant | are the
SAls with a very limited opportunity to implement Big Data Analytics. The limitation of their
capacity on conducting Big Data Analytics is mainly organizational and legal issues. Some SAls
are able to obtain the data only during audit work. Some SAls expressed their IT Capacity when
they do not have a dedicated data center and they cannot use cloud service due to government
regulation. Also, some SAls are still working on CAATs in which their analytical style is still limited
to summarizing and classification. They deal with traditional data and conventional analytics
processes. The use of spreadsheet software and Generalized Audit Software is still prominent in
analyzing the data. However, SAls in quadrant IV are the SAls that have experience in applying
the Big Data Analytics approach in their audit assignment.

In all, the chart illustrates factors to consider for developing the Big Data Analytics Capacity in
SAls. Improving the Big Data Analytics capabilities of the institution is the first objective. Once
there is a sufficient capacity for processing the huge amount of data with its variety, the next
phase of Big Data Analytics Capacity Building is to strengthen the infrastructure capacity.

It was observed that some SAls with enhanced Big Data Analytics capacity have many options
for obtaining the data and have a wider horizon of analyzing the data. Therefore, they have a tool
for increasing their institutional maturity level for having a foresight capability, which is beyond
the oversight and insight capabilities.
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6. SAI’ s experience in applying Big Data Analytics

6.1 Audit Board Office of the Republic of Indonesia (BPK RI)

BPK realizes that development in information technology provides an opportunity to collect,
process, and analyze data from various sources, either obtained directly from audit entities or
acquired from the public domain. Learning from BPK' s experience in 2010-2014 in developing
e-Audit, BPK revitalize the e-Audit with the Big Data Analytics concept. While in e-audit BPK
applied the concept of validating the data first, then collecting them (Valid-First), in the Big
Data Analytics approach, BPK applies the concept of Collect-First in which the data will be
collected as soon as it is available, then validate whenever it is needed for further analysis. Big
data analytics utilization is expected to improve audit quality, organization responsiveness, and
information resources optimization. By pushing digital transformation, BPK is aiming to become
a data-driven organization.

In the past, BPK has utilized Big Data Analytics for performance audits and special purpose
audits. BPK recognizes that Big Data Analytics implementation for financial audit may further
benefit the organization. As illustrated in the following diagram, BPK uses a goal-based approach
for the Data Analytics implementation. In general, a Data Analytic process will start when a use
case or an interesting question is proposed. Further discussion will be carried out to formulate
the relevant data model and identify data that needs to be sourced. Sometimes the discussion is

e



Descriptive Analytics Diagnostic Analytics Predictive Risk Analytics

held intensively that we call the process a boot camp. The final product is presented to users in
a big data analytics dashboard. The following figure illustrates how the analytical process works.

Figure 13. Analytic Process Workflow

The following diagram illustrates the technology platform of BPK™ s Big Data Platform.
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Figure 14. BPK's Technology Platform
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BPK has developed analytics that is considered highly relevant for financial audit purposes,
including the following:

® Government revenue and expenditure

The analytic features trend of central government revenue and expenditure for year-end and for
each account for the last five financial years. In comparison, the dashboard also highlights the
revenue and expenditure for significant ministries, bodies, and agencies during the same period.
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Figure 16. Network Graph of Top 50 Government's Vendors
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Figure 17. Central Government Revenue and Expenditure for Last 5 Years by Account

Further in the dashboard, the financial audit team is provided with a general profile of each
ministry, agency, and body whereby they can access the entity’ s expenditure trend, budget
profile, contractual payment profile, and fixed asset profile. In the fixed assets section, analytics
are provided related to asset correction, reclassification, revaluation, and reconciliation.

® Government procurement

The Data Analytic dashboard provides two types of procurement data, one from the State
Treasury and Budget System and the other one is procurement data from Electronic
Procurement Service. The first data source provides yearly and monthly procurement spending
by vendors and by ministries. While the latter provides a similar profile with a further granularity
of procurement by tender and non-tender. Since it also provides details on procurement data,
further analysis can be developed to detect abnormalities that should come to auditors’
attention. The current procurement anomalies feature in the dashboard are a tender winner
is not the lowest bidder, tender winner bid with a price higher than owner’ s estimate, tender
winner name is different from the name in the actual procurement agreement. These anomaly
indications dashboard is shown in Figure 18.

24 RESEARCH PAPER ON
INNOVATIVE AUDIT TECHNOLOGY



® Social Assistance Distribution

The government launched many social assistance programs that targeted different groups. The
general rule for the assistance is nobody registered for more than one social assistance program.
The analytics help detect individuals whose receipt of social assistance does not comply with
the rule. The dashboard of social assistance distribution is shown in Figure 19.

@ Supplier Profile

The Data Analytics dashboard provides the auditors with information on vendors whose
projects are with a government institution. The information includes a historical project with
government institutions, historical payment receipt from a government institution, and historical

participation in government procurement; how many times the vendor applies the procurement,
and how many times the vendor has been elected as the winner of the procurement. In addition,
the analytic process enables the auditor to obtain information related to the owner and the
manager of the vendor.
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Figure 18. Dashboard of Social Assistance Distribution
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Figure 19. Government Procurement Anomalies

6.2 United State Government Accountability Office (US-GAO)

GAO established the Innovation Lab to tackle signigicant oversight challenges that exist across
the government through explorations of data science and emerging technologies. As a research
and development entity, the Lab staff takes a hands-on approach to experienment, adapt, and
scale capabilities across artificial intellienge, blockchain, cloud services, extended reality, and
cyber-physical edge computing devices for use by auditors.

One way the Lab is elevating impacts of oversight is through intersections of data science and
digital delivery. For example, the Lab pioneered an approach of using Monte Carlo simulation
models to illustrate effects of policy tradeoff decisions that agency programs often face. This
interactive web-based resource is a companion to a report on identity verification practices
and allows users to toggle across various combinations of identity verification controls and see
hypothetical impacts on the scope of improper payments. This calibrated approach recognizes
important differences across federal programs and enables nuanced considerations on control
implementations. In another example, the Lab collaborated with several GAO mission teams to
help federal officials better understand and combat fraud that affects the federal government
by launching the GAO Antifraud Resource. This web-accesible resource draws upon interrelated
antifraud guidance from GAO’ s conceptual fraud model and utilizes a unique ontology model
to organize diverse contents. The Antifraud Resource was nominated for the Association of
Government Accountants’ Relmond P. Van Daniker Government Transparency Award.

In addition, the Lab is supporting GAO’ s broader modernization efforts by strengthening
capacity in data science, data literacy, and data governance. The Lab designed and deployed a
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state-of-the-art computational platform in the cloud—dubbed the Analytics Foundry—to sustain
GAO’ s ability to conduct sophisticated advanced analytics work. In April 2022, the Lab’ s
physical space at GAO Headquarters launched as a future-of-work concept that facilitates
purposeful interactions across disciplines and engagement with prototype solutions.
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Figure 20. Innovative Technology Spectrum

7.Summary and Recommendation

Most SAls work on historical data that was collected on a periodical basis. Some SAls obtain the
data only during audit work while other SAls have the advantage to get the data periodically
regardless in an audit period or not. This condition implies that SAl does not require a big data
platform for handling real-time data for real-time analysis.

Most SAls still deals with traditional data and conventional analytics process. The use of
spreadsheet software and Generalized Audit Software is still prominent in analyzing the data.
Thus, auditors mostly use Computer-Assisted Audit Techniques (CAATs) during the audit work.
This condition indicates that CAATSs are the basic competency of auditors in most SAls.




Considering the variety of software, there are some considerations for designing the Big Data

Solution. These considerations are as follow:

®

Understanding the data source and data user

1. Whether the data should be collected online on a real-time or periodical basis.

2. Whether the data collected from Line-of-Business Application, loT Devices, Social
Network, Archives, or Public Web site.

3. Whether the data will be stored in RDBMS, Hadoop, or S3-Compliant File System
Discovering architecture drivers

1. Whether the user needs to apply real-time or on-demand analytics.

2. Whether the solution will provide self-service analytics or not.

3. How big is the data needed for certain analytics?

Mapping the reference architecture to the technology stack

Selecting the available software and applying them to the appropriate component on the
architecture

Big Data technologies are evolving rapidly

Some technologies, especially for data storage, are matured so that the system upgrade might

be minimal while other technologies are relatively new so that the system upgrade might be

more frequent.

Last but not least, an initiative of implementing the big data infrastructure requires more

responsibility to manage and secure the data, to manage the data storage, to enforce policies

and standards, and to optimize the data processing. These increasing responsibilities urge the
development of the Big Data Governance Framework (BDGF)
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APPENDIX A: QUESTIONNAIRE

Questionnaire on Big Data Analytics Practices in Supreme Audit Institutions

1. Basic Information of your SAI

@ Country
® Name of your SAlin English
® Number of Personnel

1. Auditor

2. IT Specialist is those who are responsible for the daily operation of SAI" s IT such as
Database Administrator, Application Programmer, and Network Engineer.

3. If your SAI has a specific job title in IT other than IT Auditor, please mention and put the
number of personnel.

® Please specify, if any, the IT-related international certifications, such as CISA, CISSP, and
others, recognized in your SAl and how many personnel entitle these certifications.

2. Structure of IT Unit in your SAIl

® Does your SAl have a specific unit within your organization in charge or has a role in managing
and developing the following functions?

1. Line of Business Application [Y/N]
2. Network Infrastructure [Y/N]

3. Computer Servers [Y/N]

4. Database Administration [Y/N]

5. Data Analyst [Y/N]

6. Others:--. Please mention.

7. If there is more than one [Y] answer, are those with [Y] answers in the same organization
unit? Please draw the structure of that unit.
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® Does your SAl have a specific unit within the IT Unit in charge of conducting IT Audit or Data
Analytics? If yes, please explain the roles of that unit to support the audit assignments for your
auditors.

3. Basic IT Capacity of your SAI

® The total capacity of your SAI' s data storage: -+« . [G/T/P bytes]

® The total computation power of your SAI' s server: --«--«-«---- Cores CPU
1. CPU Cores: «+=-+-+- .. Cores
2.Speed per Core @« GHz

3. RAM: «++-- G [G/T/P bytes]
4. In acquisition process
@ Your SAl has a dedicated Data Center [Y/N]
@ Your SAl has a dedicated Secondary Data Center [Y/N]

® Please mention the databases used in your SAl, for example ORACLE, SQL Server, MySQL,
Other Database Management System, please mention.

@ Does your SAl use Cloud technology? [Y/N]:
1. If Yes, please mention the purposes or services you of the Cloud Technology for you SAI.
2.1f No, please mention any reason, if any, of not using Cloud Technology.

® Does your SAl have an infrastructure for a Big Data? If yes, please describe the content and the
purposes of such Big Data.

4. Big Data Identification

® Does your SAI collect electronic data from external such as from auditees or from public
domain? [Y/N]

1. Ifyes,isitin aregular basis? [Y/N]

2. If your SAl collected data in a regular basis, please mention the kind of data and the
mechanism of collecting such data.

® Among the data that reside on your SAI’ s Data Centre, how much is the biggest data among
them in term of record count? What kind of data is that?
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® If your SAl collected data from public domain, what kind of data does your SAl collected?

® Following is the common data type for analysing. Please fill in the blank with the “V” ifitis
true

Available in Analyzed in

your SAI your SAl Collected from Public Domain

Data Type

Tabular

Text

Audio

Video

Image

® When analysing a huge amount of data, does your SAl assign personnel with a specific
expertise? What expertise is required to conduct such analysis?

® When analysing a huge amount of data, does your SAI use specific tools? What tools is used
for conducting such analysis?

5. Data Collection: Technique and Procedures

® Your SAl collects data electronically from audit entity only when conducting an audit. [Y/N]

@ Your SAl collects data electronically in a regular basis although not in an audit assignment. [Y/N]

® Among these methods of accessing electronic data, thus, collecting them from audit entities,
please choose all that apply in your SAI.

Only during an Audit Type of Data

e Assignment Collected®

Manual Records by Auditors L] [] [TTx,AVI]
Shared using a removable media L] L] [T,TX]

Read Only Access in Auditee’ s
Information System 0 N [TTXAVI]
Electronic Transfer using

Internet L L [T,TX,|]
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Cloud Services online provided
by Audites ] O [TTXAV,I]
Real time data sharing L] L] [T,TXAV]

® Is there any arrangement between your SAl and Audit entities in term of collecting data?
Such an arrangement is similar but not limited to a Memorandum of Understanding (MoU),
Government Regulation, and Law.

@ Is your SAl collected electronic data from public domain such Social Media Platform, Website?
If yes, please mention some of these data including the source of the data and the purposes of
collecting them.

6. Data Analytics: Technique and Procedures

® The followings are some techniques in analysing electronic data. Please choose all that apply,
including the source data being analysed using the selected technique.

Summarizing L]
Filtering U]
Clustering L]
Cross tabulation O

Benford Analysis

Text Analysis

O o o

Regression Analysis

5. Choose all that apply.
Tis Tabular (Row and Column data set)

Tx is Text information such as a report, description, and minutes of meeting. A PDF file can be regarded as a text
Information.

A'is Audio such as voice records of an interview, records of a meeting.
Vis Video such as film records of an interview.

l'is Image such as a photo, graph, and other scanned data. A PDF File can be regarded as an image, as well.
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Similarity Analysis ]

Social Network Analysis ]

@ The followings are some tools in analysing electronic data. Please choose all that apply,
including the source data being analysed using the selected tools.

ACL ]

IDEA [

R Language O
Python Language O
Jupiter Notebook ]
Rapid Miner ]
Azure Analytics Il
KNIME ]

® Does your SAl implement a system of Artificial Intelligence (Al) for your SAl, either for
internal management or for government auditing purposes? If yes, please describe briefly the
uniqueness and the advantage of the system for supporting you SAl operation.

7. Reporting and Data Visualization

@ The followings are some tools in visualizing the data. Please choose all that apply, including
the approach of updating the report.

6. Type of Update:
Near Real time -> The report will be updated automatically immediately once the data source was updated

Batch->The report will be updated periodically




Tools Is Apply Type of Update®

Power Bl []

QlikView

Dundas

Tableau

In-House Application

Microsoft Reporting Service

Microsoft Excel

O o o g o g o

Google Chart

® Do you have an audit report that present some audit findings from the use of big data
analytics in your organization? If Yes, please provide the summary of the report as attachment
of this feedback.
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